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Granting facilities is an important part of every bank's operations. This part of banking 

activities is economically important. With its operations, banks can provide the transfer 

of resources from those that have directly invested to those who need money, this 

repayment makes another people use these resources. Failure to repay facilities on time 

will cause the bank's resources to stagnate and in the long will cause the country's 

economic recession. It is important to monitor the correct allocation of resources because 

if bank resources are used and unfounded payments are made, the banks will not be able 

to pay the depositors and will become bankrupt. By examining the researches in the field 

of banking, it was found that most of the researches have focused on the optimal 

combination of the investment portfolio in the capital market, and less researchers have 

paid attention to the discussion of the optimal combination in the money market. Most 

of the researches that used operational and statistical research methods were related to 

industrial issues, and less in financial issues and operational research discussions were 

used. In the optimal portfolio of the combination of facilities or investments, mostly the 

genetic algorithm has been used and less than other fuzzy methods have been used in the 

conditions of uncertainty. Therefore, in this research, the improvement of facility 

payment modeling has been addressed by using convolutional neural networks and 

CNN-LSTM modeling. 
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بهبود پرداخت تسهيلات با در نظر گرفتن انضباط مالي و حداكثر سودآوري در 

 شرايط عدم اطمينان

 4زادهیالله اصغر، عزت3عباس طلوعی اشلقی ،2، محمد علی افشار کاظمی1خانیرویا چشمی
 

 

 دهیچک
بانك را تشكيل می از عمليات هر  يتهایاعطای تسهيلات، بخش مهمی  ل عا از ف ئز  دهد و این قسمت  قتصادی حا از لحاظ ا بانكی 

بانك انك سرمایهاهميت است.  ً در ب از اشخاصی که مستقيما را  منابع  تقال  ن ا ا عمليات اعتباری خود موجبات  ب اند ردهگذاری کها 

ياز دارند فراهم می ن ه پول  اقساط خود باعث میبه کسانی که ب ازپرداخت  ا ب ب این اشخاص  شوند گروهی دیگر از مردم کنند و 

باتوب ابع استفاده کنند. عدم بازپرداخت  این من از  لندمدت باعث رکود هنند  انك و در ب ابع ب من موقع تسهيلات باعث راکد شدن 

قتصادی کشور می عتباری امری بسيار مهم مینظارت بر نحوهشود. ا ابع و بهداشت ا من ورت باشد زیرا در صی صحيح تخصيص 

بانك و پرداخت بی ع  اب من بانكتخصيص نامطلوب  توان بازپرداخت سپردهاصول تسهيلات،  را نداشهای سپردهها  با گذاران  ه و  ت

ا بررسی پژوهش .ورشكستگی مواجه خواهند گردید انكداری مشخص گردید اکثر پژوهشب ها های سالهای اخير در زمينه ب

هينهيترک ازارسبد سرمایه یب ب ازار به بحث و بررسی ترکيب بهيو کمتر پژوهشگری  پرداختهسرمایه  گذاری بيشتر در ب نه در ب

از روشهای تحقيق در عمليات و آماری استفاده ییهابيشتر پژوهش .استپولی توجه نموده نعتی خصوص مسائل صدر گردیدهکه 

یا . عمليات استفاده شده استدربوده و کمتر در مسائل مالی از بحث های تحقيق هينه ترکيب تسهيلات  در پرتفوی ب

ًگذاریسرمایه از دیگر روشاز الگوریتم ژنتيك بهره ها اکثرا است. هاطمينان استفاده شدهای فازی در شرایط عدممند شده وکمتر 

را اب ن ا استفاده از مدیب ب CNN-و  5های عصبی کانولوشنیسازی شبكهلن در این پژوهش به مدلسازی بهبود پرداخت تسهيلات 

LSTM 6  ،استشدهپرداخته . 

 
 CNN-LSTM ی، شبكه عصبCNN یشبكه عصب ق،يعم یريادگی،یخوشه بند ،یداده کاو لات،يتسه :هادواژهیکل
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 مقدمه

صاد را بر عهده آوری و تخصيص منابع اقتعنوان مهمترین نهاد مالی وظيفه جمعی بانكی بهها و شبكهدليل گسترش مناسب نظام پولی و مالی، عملاً بانكبه

انداز سرمایه پلی است که پسشود. بازارعنوان دماسنج اقتصاد یاد میهی از ارکان مهم اقتصاد در جامعه است که از آن بسرمایه یكگرفته است. بازار 

دهد. در مورد نهادهای موجود در بازار گذاری که بدان نيازمندند انتقال میواحدهای اقتصادی دارای مازاد مانند شرکتها و دولتها را به واحدهای سرمایه

ها گيرند و در قبال آن به آنعنوان سپرده میهای تجاری و مؤسسات مالی و اعتباری از یك طرف وجوه را از مردم بهنيز این مورد صادق است. بانك پول

انيزم این یافت. مك ها توسط این نهادها به دست افرادی که به این وجوه نياز دارند انتقال خواهددهند. از طرف دیگر این سپردهپاداش پولشان )بهره( می

و مؤسسات مالی و اعتباری بوده و خروجی آن اعطای وجوه به آنها  هااعطای تسهيلات است که ورودی آن تقاضای مشتریان از بانك ندیانتقال همان فرا

ورهای اصلی ات مالی باید محاست و در این ميان باید مدیریت پرتفوی اعتبارات صورت گيرد. در تعيين سياستهای مربوط به اعطای تسهيلات، مؤسس

ت تسهيلات دهند و پرداختوجه قرارتسهيلات اعطایی را مورد یمجموعه یریتاعطای تسهيلات، نحوه تخصيص تسهيلات اعتباری و نيز شيوه مد یبرنامه

ر اداره کشورها ها د. بانكرديگار میگذاری بر توسعه کسب و کار خرد مورد نظر قرهای مختلف ) صنعتی، خدماتی، کشاورزی( بر اساس تأثيربه بخش

های تجاری ایران همواره از مهمترین نهادهای فعال در بازار پول و شوند. بانكمی سوبکننده و از مهمترین ابزار رشد و توسعه کشور محنقش تعيين

های أمين مالی بخشبانكی، تهای غيرهای سرمایه و سایر شبكهبازار یروند و با توجه به ساختار اقتصادی کشور و دلایلی چون عدم توسعهشمار میسرمایه به

 سكیه رک باشدیم یبه افراد لاتيتسه یپرداخت اصول ،یسودآور شیمنظور افزاها بهبانك یدغدغه نیترمهم وزهاقتصادی کشور را برعهده دارند. امر

 یشهرت  کمتر سكیر و  ینگینقد سكیو به تبع آن با ر ابدیانك کاهش ب  یاعتبار سكیر بيجهت بازپرداخت اقساط داشته باشند که به ترت یکمتر

علت آنها پرداخت  نیترباشند که عمده یمواجه م یرجارياز مطالبات غ یادیها با حجم زاکنون بانك(. Armantier & others ،2۱15مواجه گردند)

ها از پول بانك یميامر باعث بلوکه شدن قسمت عظ نیا(. Mohammadi  ،Zangeneh ،2۱16)باشدیم یاعتباربهداشت تیو عدم رعا لاتيتسه یاصولريغ

وجود سيستم مناسب (. Khosroyani ،2۱22)استدهیمشاع بانكها گرد یو کاهش درآمدها نهیهز شیو باعث افزا دهیگرد گریگذاران دو سپرده سپرده

های مناسب در پذیرش و اعطای تسهيلات موجب جلب اعتماد ينان از وجود رویهدهی و اطمگذاری و وامی سرمایههااعطای تسهيلات و ارزیابی فرصت

تواند با توجه سازی، مدیریت امور نهاد مالی میهای بهينه(. با طراحی و اجرای تكنيك1336وکسب شهرت برای مؤسسات مذکور خواهد شد)عسگرزاده، 

مناسب  های تسهيلات از منظر ریسك و بازده به تصميماتك نهاد مالی و در نظر داشتن اولویتژیهای اعتباری استراتبه سياستهای کلان اعتباری و برنامه

 . بددست یا

 یه اعتبارسنجقادر ب یمدل موسسه اعتبار نیبا استفاده از ا كهیارائه گردد بطور لاتيپرداخت تسه یسازنهيجهت به یمدل دهیگرد یپژوهش سع نیا در

 داخته قبل از پرمؤسس یبرا یمشتر یو سودآور سكیر زانيم یاعتبار انیمشتر ییبوده و با شناسا لاتيکننده تسهدرخواست  انیمشتر عیو سر حيصح

ها و بانك گرددیسوخت نم گریگذاران دسپرده یهاسپرده لاتيکه با پرداخت تسه ابندییم نانياطم یو بانكها و مؤسسات مال گرددیمشخص م لاتيتسه

ضوع در نظام مو اپژوهش ابتدا ادبيات نظری پژوهش مورد بررسی و تحليل قرار گرفته و هم زمان با آن، تحليل جامع مرتبط بدر این  شوندیمتضرر نم

انتظار و با استفاده از ردمو های¬های نظام بانكی و با توجه به یافتهبانكی نيز بررسی شد سپس با استناد به نتایج به دست آمده از ادبيات نظری و تحليل

و  قيعم یريادگیو سپس با استفاده از  دیگرد یخصوص یهااز بانك یكیبندی مشتریان سازی برای خوشهاقدام به مدل یکاوو داده یسازهيشب یزارهااب

 لاتيتسهدر حوزه پرداخت  انیرفتار مشتر ینيبشيبه پ CNN-LSTM یو شبكه عصب یکانولوشن یعصب یهااز جمله شبكه یفاز یبنددسته یهاروش قيتلف

 کشور پرداخته شد.  یدر شبكه بانك

که شبكه از  دهدیکانولوشن نشان م یپنهان است. شبكه عصب هیلا نیچند نيو همچن یخروج هیلا كیو  یورود كیکانولوشن شامل  یشبكه عصب كی

کانولوشنال  یهاشبكه(. Khalila & others ،2۱21است) یخط اتياز عمل یتخصص یکانولوشن نوع بردیبه نام کانولوشن بهره م یاضیر اتيعمل كی

-CNN یمارمع ني. همچنبرندیبهره م یعموم سیضرب ماتر یخود از کانولوشن به جا یهاهیاز لا یكیساده هستند که حداقل در  ،یعصب یهاشبكه دمانن
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LSTM  شاملCNN و  یژگیاستخراج و یبراLSTM ییتواند توانا یمدل م نیا(. 13۳۱، ،یريخ  ،یدراز مدت است)دام یها یوابستگ یريادگی یبرا 

 به دست آورد. ٪35با دقت  یبهتر جیرا مهار کند و نتا LSTMو  CNN شبكه یها

 مرورادبیات .1

کاربرد این مفهوم برای  1۳3۱ یتوسط مارکوینز مطرح شده اما از دهه1۳5۱ها از دهه مفهوم تشكيل سبد تسهيلات و تشكيل پرتفوی دارایی

 های سبد تسهيلات اعتباری معرفی شدند . مدل1۳۳۱یافت و به دنبال آن در دهه ری توسعههای اعتبادارایی

ه گذاران ریسك گریز هستند و فرض دوم این است کنظریه مدرن پرتفوليو بر اساس دو فرض بنا نهاده شده است، فرض اول اینكه سرمایه

انتظار و انحراف استاندارد به طور کامل این مفروضات آن است که بازده موردبازده اوراق بهادار دارای توزیع مشترك نرمال هستند، نتيجه 

های اعتباری علاقمندی به توزیع بازده اوراق بهادار را توصيف می کند. در مورد سهام، علاقمندی به بازده و در مورد تسهيلات و دارایی

ا و گذاری بر مبنای الگوهسازی سبدهای سرمایهموجود بر روی بهينهعمده تحقيقات . های مود انتظار تسهيلات وجود داردانشناسایی زی

سازی بر مبنای معيارهای مبتنی بر ميانگين، واریانس انجام گرفته است)راعی، ها بهينههای مختلف انجام گرفته که در غالب این مدلروش

 .است شده گذاران پرداختهایهها به بررسی غير خطی تصميمات سرمژوهش(. در اکثر پ13۳۱فرهادی، شيروانی،

 پیشینۀ پژوهش .2

 باشد:بشرح جدول ذیل می ای از تحقيقات پيشين در خصوص ترکيب بهينه تسهيلاتخلاصه

 ( خلاصه تحقيقات پيشين1)جدول 

 خروجيها ورودی ها روش تحقيق سال تحقيق نام محقق

 سود تسهيلات فنون تحقيق در عمليات 1335 عسگر زاده

 ریسك گذاریسرمایه تحقيق در عمليات 1334 بی و عباسیابزاری، کتا

 ریسك گذاری در بورسسرمایه الگوریتم ژنتيك 133۳ خالدزاده و اميری

 ریسك گذاری در بورسسرمایه الگوریتم ژنتيك 13۳۱ عبدالعلی زاده شهير و عشقی

 ریسك گذاری در بورسسرمایه الگوریتم ژنتيك 13۳3 نوید، نجومی وميرزاده

 سود و ریسك سهام سازیشبيه 1۳۳4 استيفن لی و پيتر بارنه

 سود گذاری در صندوق های مشاعسرمایه الگوریتم ژنتيك 2۱۱5 او، کيم و مين

 سود و ریسك گذاریسرمایه روشهای آماری 2۱۱۳ چانگ، یانگ

 ریسك و بازده تسهيلات سازیشبيه 2۱14 تاتنيا هوبنو وا

 سودو ریسك تسهيلات سازیبيهش 2۱1۱ یاسمين بشير ماليم

در مقایسه  مورد مطالعه در حوزه های کلان در ادبيات موضوع هایروش از هریك های)نقاط قوت و ضعف(قابليت و هامحدودیت 2 شماره جدول در

 :گردیده استبه صورت مختصر ارائه با روش تحقيق این پژوهش 
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 های بررسی شدهنقاط قوت و ضعف روش( 2)جدول 

 قوت نقاط ضعف نقاط وشر

 خبره های سيستم
 بودن، پرهزینه ذهنی و ثبات، درونی عدم

 بودن بر زمان و

 دهند، یعنی توضيح را خود نتایج توانندمی

 منطق بياورند.  متوالی طور به یا قدم به قدم

 آماری سنتی هایروش
محدودکننده، کاربردهای  الزامات دليل به

 دارند.  محدودی

بزرگ،  یا کوچك هایادهد محدوده در

 دهند.  می ارائه قبول قابل های جواب

 کاویداده هایروش

 و الگوها آشكارسازی به اینكه وجود با

 را اطلاعاتی اما کند می کمك روابط

 به آنها اهميت ميزان یا ارزش یدرباره

 شناسایی توانایی وجود دهد. بادست نمی

 قادر لزوماً متغيرها یا و بين رفتارها روابط

نيست.  معلولی و علت کشف روابط به

از  گيری بهره گرو در کاویداده موفقيت

 کار آزموده گران تحليل و فنی کارشناسان

 کافی برخوردار توانایی از که است ای

 هستند. 

سادگی  به که اندیافته گسترش ای گونه به

و. . .  فزاریارمن ابزارهای با را آنها توانمی

اطلاعات  از و دهدا تطبيق امروزی

 برد.  را بهره بهترین شده آوریجمع

 رگرسيونی هایمدل

عددی  مقادیر بصورت هایورود نيازمند

باید  شده بندیدسته متغيرهای هستند

گردند.  تبدیل عددی متغيرهای بصورت

 ورودی، اثر مستقل متغيرهای بين خطی هم

 گذارد. می نتایج روی منفی

دهی  نمره تدوین در پرکاربرد بسيار

 فرضيات به نيازی مشتریان، بی اعتباری

 متغيرها با رابطه آماری، در محدودکننده

 مربوطه را متغيرهای نسبی اهميت توانمی

 آورد.  دست به

 خطی مميزی تحليل

عددی،  مقادیر بصورت هاورودی نيازمند

 نيز برابر و متغيرها برای نرمال توزیع فرض

 تمامی برای کوواریانس ماتریس بودن

 بر نقد وارده مهمترین واقع در که هاگروه

 باشد. می روش این

 ترکيب خطی که باشيم روشی دنبال به اگر

 هم دهد که دست به ای گونه به را متغيرها

حداکثر شود،  خاصی تفكيك معيار زمان

 موارد برخی است. در پرکاربرد روش این

 در نرمال شدن فرض نقض شده دیده

 است.  آن نشده ارآمدیک ها، مانعداده

 خطی ریزیبرنامه
حد  یك باید مدل این از استفاده منظور به

 آن به توجه با که کرد تعيين مرزی

دو  که هنگامی حتی خطی ریزیبرنامه از

جداسازی  قابل خطی صورت به گروه
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 مختلف هایگروه به اعتباری متقاضيان

راحتی  به است ممكن این که شوند تقسيم

 نباشد.  حصول قابل

 کردن حداکثر حداقل از استفاده با نيستند

 مطلق،  خطاهای جمع یا خطاها

 کرد.  استفاده توانمی

 مورد برمبنای یادگيری

سایر  با مقایسه در روش این عملكرد

های وام تعداد به مرسوم، وابسته هایمدل

هاست. معمولاً داده در )نكول تعداد( بد

در  بد و خوب هایوام بودن احتمال هم

را  مدل این یادگيری، کارآیی مجموعه

 نيست.  گونه این عملاً که کند؛می بهتر

 از را ساده، دانش فرضياتی با توانمی

 تواندمی کرد. خروجی استخراج هاداده

 کلاس در هم عضویت و پيوسته امتياز هم

 . ماهيت(Huang ،2۱13)باشد ها

 موارد روش، مدلسازی این غيرپارامتریك

 فضای ریسك در تابع در اعدهق بی

 سازد. این ممكن می را مشتریان مشخصات

 قابل به راحتی و بوده شهودی کاملاً فرآیند

 لحاظ است، زیرا به مدیران به توضيح

 باشد. قابلساده می کارگيری به و مفاهيم

گام  به گام و پویا بصورت کارگيری به

تواند جدید، می موارد ورود با و بوده

 .کند وزآمدر را خودش

 عصبی های شبكه

عددی  مقادیر بصورت هاورودی نيازمند

 هایساست مقيا ممكن ورودی متغيرهای

خروجی،  بر اثر آنها و باشند داشته متفاوتی

 این در شود، که نامساوی سنجيده طور به

 شود. بنابراینمی خطا مدل دچار صورت

شدن  مقياس هم نيازمند هر ورودی مقادیر

 . )یك و صفر بين عدادیا( باشندمی

 تا که در آن آموزش فرآیند بودن مشكل

 محدود کرده را آن کاربرد زیادی حد

توضيح  را خود نتایج تواننداست. نمی

متوالی  طور به یا قدم به قدم دهند، یعنی

 بياورند.  منطق

 از را ساده، دانش فرضياتی با توانندمی

 تواندمی کنند خروجی استخراج هاداده دل

 به هم و امتيازات پيوسته صورت به هم

 باشد. روی هادر کلاس عضویت صورت

 غيرخطی هم های خروجی و ها ورودی

 مالی که هایتحليل در که کند می کار

 بسيار مفيد هستند غيرخطی متغيرها اغلب

 است. 

مسئله  ساختار که شرایطی برای مناسب

یا  روندیابی نوعی باید و است غيرشفاف

های داده و بگيرد صورت لگوا بازشناسی

مدیران  که اندشده تحریف و ناقص موجود

گذاری سرمایه نهادهای و مالی مؤسسات

 اند.  مواجه مسائل این از بسياری با عملا
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 k-meansبندیخوشه روش

اوليه  هایخوشه انتخاب به نهایی جواب

 برای مشخص دارد. روالی وابستگی

ندارد.  دوجو هامراکز خوشه اوليۀ محاسبۀ

های داده تعداد الگوریتم از تكراری در اگر

برای  راهی شد صفر ای خوشه به متعلق

 ندارد. در وجود روش ادامۀ بهبود و تغيير

 هاتعداد خوشه که شودمی فرض روش این

 معمولاً در است. اما مشخص ابتدا از

 ها مشخصخوشه تعداد زیادی کاربردهای

 باشد. نمی

 به آن بودن بردپرکار و روش سادگی

های روش سایر اعتبارسنجی و جهت مقایسه

بودن  زمان کم و هزینه استفاده کم مورد

روش  یك بندیخوشه که آنجا از

گردد، می محسوب نظارت بدون یادگيری

داشته  کاربرد تواندمی بسياری موارد در

 (.Ansari, Riasi 2016)باشد. 

 پشتيبان بردار های ماشين

 مناسبُ محدود کرنل تابع انتخاب به نياز

 به محاسبات نياز و خطی صفحه دو به بودن

 بردار پشتيبان هاینماشي البته زیاد، که

 اند. حل کرده را مشكل این تقریبی

SVM که  زمانی الخصوص علی ها

کاربرد  هستند بزرگ هاداده مجموعه

که  شودمی ناشی آنجا از مزیت دارند. این

آموزش  هایدهدا از زیرمجموعه یك تنها

 پشتيبان می بردارهای آنها به که(

 تصميم استفاده تابع تعيين برای)گویند

 را سایر نقاط توانمی حاليكه شود، درمی

 آسان، با نسبتاً نگرفت. آموزش نظر در

خوبی  به آموزش هایداده کمی تعداد

 زیاد ابعاد با هایداده کند. برای می عمل

 کند.  می خوب عمل نسبتا

UTADIS 

های  ای، وزنحاشيه ارزش توابع تخمين

از  استفاده با برش مقدار و هامشخصه

محاسبه  خطی ریزیبرنامه هایتكنيك

معایب  شامل تواندمی که شوندمی

 گردد.  خطی ریزیبرنامه هایتكنيك

غيرخطی  هایداده روابط سازیمدل اجازه

 تواندمی شده ساخته دهد. مدلمی را

 شود.  شامل نيز را متغيرهای کيفی

گوناگون،  تحقيقات در داند. امامی بهترین را خود مدل هر محقق عموماً که کرد اشاره باید است ترمناسب هاروش این از کداميك اینكه مورد در

 حصول مهمترین دلایل از یكی یداست. شا شده حاصل متناقضی کاملاً نتایج آنها اساس بر که اندداده ها مقایساتی انجامروش این بين مختلف محققين

 که ایهگون به ،کنند طراحی عام برای کاربرد هاییمدل کنندمی تلاش برخی هم باز وجود این است. با آماری جامعه و زمان متناقض، تفاوت به نتایج

کنند، ولی تلاش ای خاص تكيه میها بر جنبهسازی شود. اگرچه هرکدام از این مدل پياده دیگری آماری جامعه و در طراحی آماری جامعه یك در مدل

های مالی استفاده کرده و نيز از اطلاعات موجود در بازارهای مالی به عنوان داده استفاده شده از تحقيقاتی استفاده گردد که در مفروضات خود از داده

 کنند. می
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بندی را در بندی نماید و نتایج حاصل از خوشههای مالی و غيرمالی خوشهمشتریان بانك را بر اساس شاخصرفتارتوانسته  است پژوهش حاضرشایان ذکر

ترین حالت خود ای بكارگرفته تا با ورود مشتریان اهداف از پيش تعيين شده مورد نظر بانك در مناسبمدل ریاضی تخصيص خدمات و محصولات بگونه

هرکدام از اهداف این تحقيق ممكن است جواب غير مؤثر)مسلط( هدف دیگری  2مسلطهای غير یا راه حل 1های مؤثرقرار گيرند. با توجه آنكه جواب

 باشد.بنابراین مسئله دارای جواب بهينه مطلق نمی ،باشند

 

 شکاف تحقیق و تعریف مسئله.۳

شده و معوقه لات اعطایی سوختها از یكسو و تسهيی تجاری در تحقق رسالت خویش چندان موفق نيستند. بالا بودن ذخایر بانكهادرحال حاضر بانك

 است(. بدیهی 13۳3از سوی دیگر بيانگر عدم توجه کافی به مدیریت ریسك و عدم وجود مدیریت پرتفوی اعتباری در آنهاست)صالحی و اسكندری، 

ت  نگيرد، بانك در ستی صوردرعبارتی در پرتفوی تسهيلات اعطایی، تخصيص بهصورتيكه مدلی برای مدیریت پرتفوی اعتباری طراحی نشود و بهدر

 شیدهد که باعث افزامدت با ورشكستگی مواجه خواهد شد، چرا که بودجه و سرمایه زیادی را به بعضی از تسهيلات اعطایی خود اختصاص میبلند

دهی گی یا زیانليل ورشكستریسك اعتباری و در نتيجه احتمال عدم وصول مطالبات خواهد شد. مسائل و مشكلات مدیریت پرتفوی تسهيلات مهمترین د

مدل هایی مثل برنامه ریزی خطی ، برنامه ریزی عدد صحيح،برنامه ریزی (.13۳2)خواجوی و غيوری مقدم، باشدیها و مؤسسات مالی و اعتباری مبانك

دفی اطلاعات توان برای رسيدن به چنين هرا ارائه دهند اما نمی  لاتيتوانند ترکيبی بهينه از عناصر تشكيل دهنده سبدتسهصفر و یك وجود دارند که می

های پرتفوی  با عنوان مدلشده انجام شده مربوط به چهار مدل مطرح  روشهایبيشترین  ریزی ریاضی کرد.مالی را با در نظر گرفتن تمام شرایط وارد برنامه

های ساختاری از مدل .شوندبر عملكرد گذشته، تقسيم بندی می مدلهای بر مبنای کلان اقتصادی و مدلهای مبتنی های ساختاری،اعتباری  به سه دسته مدل

ا بر ریسك اعتباری ر ،مدل های بر مبنای کلان اقتصادی .می نمایندهای مالی و تغييرات ارزش دارایی ها در بازار سرمایه استفاده ها و اقلام صورتداده

ه هستند های آماری که همان مدلهای مبتنی بر عملكرد گذشتکنند. مدلادی محاسبه میهای کلان اقتصمبنای همبستگی و ارتباط صنایع با برخی از متغير

 فلذا بررسی سود و ریسك هریك از مشتریان بانك در صورت. نموده اندگيری اندازه در بانكها های آماری ، ریسك اعتباری رابا استفاده از برخی توزیع

مدل  یازس نهيبه به یپژوهش با استفاده از داده کاو نیدر ا كهيدرصورت .ی پيشين مطرح نبوده استاعطای تسهيلات در هيچ یك از مدل ها و روش ها

 .پرداخته شده است  یبا استفاده از شبكه عصب لاتيتسه صيچند هدفه تخص

 شناسی روش. ۴

 ساختار بانک اطلاعاتی سازمان مورد پژوهش1.۴

 S -Plusافزاردارای محيطی شبيه نرم   Rنرم افزاراستفاده شده است.  Rها از نرم افزار حليل دادههای مستقل و تشخيص نوع آنها و تبرای بررسی متغير

هستند  Plus-S افزار باید از دستورها و کدهای مناسب، که اغلب شبيه دستورهای مورد استفاده در نرم افزاربوده و برای انجام هر فعاليت در این نرم

 باشد. ستون دارا می 13سطر و  1653ر خلاصه بشرح ذیل می باشند که ها به طودادهاستفاده کـرد. 

 (متغيرهای تحقيق3جدول )

_______________________________________________________________ 
1-  Efficient solution 

Non dominated solution  -2 
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  ر زبان برنامه نویسیدباشد. نس فاکتور و اعداد می باشند به جز متغير پرداخت تسهيلات که از جنس کاراکتر میجهمانطور که می بينيم اکثر متغيرها از 

Rه نيز ذخيره کرد وستيهای پکنند. البته ممكن است چنين مقدارهایی را در متغيری را در یك متغير عامل یا فاکتور ذخيره میاهای طبقه، مقدارهای متغير

 .شودای بودن در چنين حالتی از آنها گرفته میولی کارایی و مفهوم طبقه

 هاآماده سازی داده ۴.2

  1سازی دادهپاک1.2.۴

 ،های اطلاعاتیهای نادرست از مجموعه جداول، رکوردها یا بانكبه فرآیندی جهت تشخيص، حذف و اصلاح دادهها کردن دادهسازی یا تميزپاك

ها استخراج اطلاعات دقيق و سازی دادهها و سپس اصلاح و جایگزینی آنها اشاره دارد. هدف از پاكهای ناقص و نادرست دادههمچنين شناسایی قسمت

آمده  های بدستهای موجود در مجوعه دادهگيری غلط شود. در این مرحله برخی از متغيرتواند منجر به نتيجهادرست میدرست است، چرا که اطلاعات ن

ها حذف گردیدند بطور مثال ستون هایی مانند ردیف، عنوان تسهيلات و ها در ادامه فعاليت از مجموعه دادهباشد و این دادهاز بانك مورد نياز محقق نمی

 ها حذف گردیدند. داده . . . از

  2تبدیل داده2.۴.2

ی های خامی که برای تحليل در دسترس ما قرار دارند، تغييراتی ایجاد کنيم، یكگاهی اوقات برای اینكه دقت تجزیه و تحليل را بالا ببریم باید در داده

های آماری رود که از شاخصهایی به کار میضی است که برای متغيرهایی بر پایه ریاها روشها است. تبدیل دادهاز این تغييرات، فرایند تبدیل داده

های انتخاب دهرود. در این فاز، داکنند. تبدیل داده نوعی روش تثبيت داده نيز به شمار میپيروی نمی …نرمال بودن، خطی بودن، پراکندگی یكسان و

ه نوع جنس فاکتور بودند به کاراکتر تبدیل شدند و نوع وثيقه که کاراکتر می بود ب هایی که ازشود. در این مرحله متغيرشده به فرم دیگری تبدیل می

بصورت  ، دارای مقدارهای عددی محدود است. این اعداد و ارقام اصولا3ًمار و برنامه نویسی، متغير عامل با فاکتورآبرای مباحث اند. عددی تبدیل شده

اند بقيه متغيرها باشند با کاراکتر نشان داده شدهها فقط بصورت یك متن مینجائيكه برخی از این ستونشوند، از آاعداد صحيح ثبت یا نمایش داده می

_______________________________________________________________ 
1-  Data Cleaning 
2-  Data Transformation 
3 - factor 
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های کاراکتری به اند. قبل از انجام هرگونه عمليات محقق تصميم گرفته است که متغيرتعریف شده 1نيز چون از نوع عددی هستند از نوع عددی

 باشد. . تبدیل گردد. که بشرح ذیل میasبع با استفاده از تاهای فاکتور متغير

 ها( تبدیل داده4جدول)

 
 

 2های گمشدهداده 2.۴.۳

زمانی رخ می دهد که یك یا چند مشاهده دارای مقدارهایی ثبت نشده یا ناموجود در ستون  ،کاویو بخصوص داده 3مسئله مقادیر گمشده در علم داده

حالت می گویيم آن مشاهده دارای مقدار گمشده یا مقدار ناموجود است. در این حالت این مجموعه داده را  هستند. در چنين 4«چارچوب اطلاعاتی»های 

های اطلاعاتی با داده گمشده، باید مشخص کنيم که نقش ماری روی مجموعهآهای گوئيم. به منظور تحليلهای گمشده مییا داده« داده گمشده»دارای 

کنيم. برای استفاده می NA های گمشده در یك بردار از عبارتبرای معرفی دادهبوط به تحليل آماری چگونه است. چنين مشاهداتی در محاسبات مر

نظر ارائه می دهد که مقادیر گمشده شود. این تابع برداری منطقی به طول بردار مورداستفاده می na. is() های گمشده در یـك بردار از تابعبررسی داده

 .(Bhandari،2۱22)اندنشان داده شده TRUE ی بردار در آن بامتناظر با اعضا

 شدههای گممدیریت داده ۴.2.۴

های از دست رفته باشد. ولی در این داده ازهایی رین روش، حذف نمونهتهای از دست رفته وجود دارد، شاید راحتهای مختلفی برای مقابله با دادهروش

شود. ها بيشتر باشد مدلسازی با دقت بالاتری انجام میکاوی هرچقدر تعداد نمونهند. همانطور که می دانيد در دادهکها کاهش پيدا میروش تعداد نمونه

در این پژوهش از روش نزدیكترین همسایه استفاده  .(Howell ،2۱21)های مختلف مقداردهی نمودبا استفاده از الگوریتم توان مقادیر خالی راگاهی می

در  (.Du، Li  ،2۱1۳)شودبندی آماری و رگرسيون استفاده مییك متد آمار ناپارامتری است که برای طبقه 5نزدیكترین همسایه -کیشده است. الگو 

ت. استفاده در طبقه بندی و رگرسيون متغير اسباشد و خروجی آن بسته به نوع موردای میموزشی در فضای دادهآدیكترین مثال زشامل ن kهر دوحالت 

ترین نقاط ن را مشخص کنيم با نزدیكآای که می خواهيم برچسب ت طبقه بندی با توجه به مقدار مشخص شده برای کی، به محاسبه فاصله نقطهدر حال

_______________________________________________________________ 
1 - numeric 

missing value- 4 

data science- 5 

data frame- 6 
5 -K- nearest neighbors algorithm 
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به . برای محاس(Huang ،2۱13)کنيمگيری مینظر تصميمی حداکثری این نقاط همسایه، در رابطه با برچسب نقطه موردأپردازد و با توجه به تعداد رمی

. در این (Estivill، Houle ،2۱۱1)ها، فاصله اقليدسی استترین این روشکه یكی از مطرح های مختلفی استفاده کردتوان از روشاین فاصله می

 .است شده جایگزین گردیدهپژوهش با استفاده از روش نزدیكترین همسایه، مقدار ميانگين هر ستون بجای مقادیر گم

 رهاسازی متغیبصری ۴.2.۵

باشد هزینه یا ریسك می –نمودار تأثير متغيرها روی متغير وابسته که درآمد  ،گرددتوصيه می ggplotنمودار از جهت تصویرسازی بهتر متغيرها استفاده 

 اند. و به تصویر کشيده شده شرح زیربه

 
 ( تاثير متغير جنسيت بر متغير وابسته هزینه/درآمد1شكل)

داده شده است که تسهيلات پرداختی به اشخاص حقيقی با درآمد بالا و درآمد متوسط از نوع مرابحه بيشترین تأثير را روی نشان   1 در شكل شماره

 .هزینه بانك داشته است-درآمد

 
 ( تاثير متغير نوع تسهيلات بر متغير وابسته هزینه/درآمد2شكل)

 هزینه داشته است.  -شخاص حقوقی بيشترین تأثير را روی درآمدتسهيلات مرابحه و مشارکت مدنی پرداختی به ا 2طبق شكل شماره 

باشد که تسهيلات مشارکت مدنی در بخش بازرگانی ریسك بيشتری داشته و مرابحه در بخش مسكن و خدمات به ترتيب مشخص می 3شماره در شكل 

 ریسك کمتری داشته است. 
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 ( تاثير متغير بخش تسهيلات بر متغير وابسته ریسك3شكل)

 -مدآباشد که تسهيلات مرابحه در بخش خدمات و مسكن و مشارکت مدنی در بخش خدمات بيشترین تأثير را روی درمشخص می 4همچنان در شكل 

 هزینه داشته است. 

 
 ( تاثير متغير بخش تسهيلات بر متغير وابسته هزینه/درآمد4شكل)

 هاسازی دادهنرمال ۴.2.۶

. اگر ها نيز معروف استسازی دادهمقياسپژوهش است و به بی مختلفهای بازه مقادیر مربوط به متغير کردنیكنواختها روشی برای سازی دادهنرمال

ه مفهوم دیگر از نرمال کردن که بمقياس کرد. ها را بیتوان دادهسازی میهای نرمالمطالعه متنوع باشد با استفاده از روشهای موردواحد سنجش متغير

ن عنصر ها کاربرد دارد. برای استاندارد کردن یك عنصر باید آهای عصبی مصنوعی و تحليل پوششی دادهکردن نيز موسوم است در تحليل شبكهاستاندارد 

ن ری تحت عدم اطميناگيهای ماکسمين، ماکسيماکس و مينيمكس سه رویكرد تصميماستراتژی .را منهای ميانگين کرده و بر انحراف معيار تقسيم نمایيد

گونه . این(Henderi,، Wahyuningsih، Rahwanto،2۱21)های اقتصادی، نقش مهمی دارندگيریهستند که بخصوص در مسائل مالی و تصميم

برای اطمينان از بكارگيری روش مناسب ستفاده است. نيز قابل ا بازار سهام و های مالیاستراتژی های انتخاب و تصميم، برای اجرای یك فعاليت درروش

( باجنبه xjشود. که این روش برای یك شاخص)مينيمم استفاده می-ها در این تحقيق از روش فازی یا همان روش ماکزیممسازی دادهجهت استاندارد

 یك از تسهيلات( عبارت است از :مثبت)مانند درآمد هریك از تسهيلات( و یك شاخص با جنبه منفی مانند )ریسك و هزینه هر

𝑛𝑖𝑗
+ =

𝑥𝑖𝑗 − 𝑥𝑗Min

𝑥𝑗Max
− 𝑥𝑗Min

  ,  𝑛𝑖𝑗
− =

𝑥𝑗Max
− 𝑥𝑖𝑗

𝑥𝑗Max
− 𝑥𝑗Min

 

 

(۱) 

https://blog.faradars.org/%D8%A2%D9%85%D9%88%D8%B2%D8%B4-%D8%B1%D8%A7%DB%8C%DA%AF%D8%A7%D9%86-%D9%85%D8%B9%D8%A7%D9%85%D9%84%D8%A7%D8%AA-%D8%A7%D9%84%DA%AF%D9%88%D8%B1%DB%8C%D8%AA%D9%85%DB%8C/
https://blog.faradars.org/%D8%A2%D9%85%D9%88%D8%B2%D8%B4-%D8%B1%D8%A7%DB%8C%DA%AF%D8%A7%D9%86-%D9%85%D8%B9%D8%A7%D9%85%D9%84%D8%A7%D8%AA-%D8%A7%D9%84%DA%AF%D9%88%D8%B1%DB%8C%D8%AA%D9%85%DB%8C/
https://blog.faradars.org/%D8%A8%D9%88%D8%B1%D8%B3-%DA%86%DB%8C%D8%B3%D8%AA/
https://blog.faradars.org/%D8%A8%D9%88%D8%B1%D8%B3-%DA%86%DB%8C%D8%B3%D8%AA/
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ین نتيجه ت و منفی، صفر برای بدترین نتيجه و یك برای بهتر سازی دقيقاً بين صفر و یك خواهند بود بطوریكه فارغ از جنبه مثب  اعداد در این روش نرمال

 .(1333)اصغرپور، باشدمی

 

 z-scoreهای پرت با استفاده از رویکرد حذف داده۴.2.۷

ها ندارد دادهها از ميانگين و استاباشد که بر اساس فاصله دادهمی z-scoreهای پرت استفاده از الگوریتم یك روش متداول برای شناسایی و حذف داده

های مجموعه داده را محاسبه کرد. سپس برای هر داده، فاصله آن از ميانگين شود. برای استفاده از این روش، ابتدا باید ميانگين و استاندارد دادهمحاسبه می

 :کنيمرا با استفاده از فرمول زیر محاسبه می

  z = (x - μ) / σ 
 

 . ها استانحراف معيار داده σ ها وميانگين داده μداده مورد نظر،  xکه در این فرمول، 

بيشتر از یك حداکثر مشخص مثلاً  z-score هایی که های پرت پی ببریم. دادهتوانيم به دادهها را محاسبه کردیم، میهمه داده z-score زمانی که ما

را از مجموعه داده حذف کنيم. شكل زیر حالت کلی استفاده از این روش توانيم آنها شوند و میهای پرت شناخته میشده باشد به عنوان داده 4یا  3

 باشد. می

 
 z-score(5شكل )

حذف گردیده  4های پرت بزرگتر از همين دليل دادههای پرت محتاط بوده بهباشد در حذف دادههای این پژوهش زیاد نمیباتوجه به اینكه تعداد داده

 است. 

 متغیرها بندیخوشه ۴.2.۸

ر شود. اعضاء ههای مجزا افراز کرد. هر افراز یك خوشه ناميده میای از اشياء را به گروهتوان مجموعهبندی، فرآیندی است که به کمك آن میخوشه

التی هدف از ح ها کمترین مقدار است. در چنينهایی که دارند به یكدیگر بسيار شبيه هستند و در عوض ميزان شباهت بين خوشهخوشه با توجه به ویژگی

با استفاده از معيار  پژوهشدر این . (Bock ،2۱۱۱)هایی به اشياء است که نشان دهنده عضویت هر شیء به خوشه استبندی، نسبت دادن برچسبخوشه

 بدست آمده است: Studio-Rسيلوئيت تعداد بهينه خوشه با استفاده از فرمول زیر در نرم افزار 

avg=function(k)}  

 km. res=kmeans(dfn ,centers = k , nstart = 25) 

 ss=silhouette(km. res$cluster, dist(dfn)) 

(۲) 

(۳) 
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 return(mean(ss[ ,3])) 

} 

k_values=2:6 

avg_sil=map_dbl(k_values , avg) 

fviz_nbclust(dfn , kmeans , method = "silhouette") 

dfn <- df  % >% 

dplyr::select(approved_amount,loan_remaining,ghest,profit_rate,income_or_cost,risk) 
باشد. که اولين بار توسط کافمن و روسيو در سال می 2ميانه-کا بندیهای اعتبار سنجی الگوریتم خوشهیكی از متداولترین و بهترین روش SC 1روش

متوسط b(x) ای دیگر در همان خوشه است، شاخص تفكيكنسبت به بردار ه (x) متوسط فاصله a(x) پيشنهاد شد. که در این رابطه همبستگی 1۳۳۱

های نمایش اندازه گيری ميزان نزدیكی هر نقطه در یك خوشه است، که امتياز آنها نسبت به خوشه S(x)ها را نشان می دهدنسبت به سایر خوشه (x) فاصله

+ 1ه . به این صورت که اگر این اندازه گيری در محدود(Bose ، Chen،2۱15)+ است1و ۱شود. محدوده امتياز دهی آن بين مجاورش سنجيده می

وشه دهد که هيچ گونه تفكيكی بين خباشد نشان دهنده این است که خوشه مورد نظر نسب به خوشه مجاورش بسيار دور است. و حالت صفر نشان می

ختصاص خوشه مورد نظر به صورت غلط است. که نتيجه به دست نشان دهنده احتمالات ا -1های همسایه وجود ندارد. و بالاخره حالت نظر و خوشهمورد

 باشد:مده از روش فوق به شكل زیر میآ
 Within cluster sum of squares by cluster 

1. 253211e+24  7. 134004e+24    
(between_SS / total_SS = 75. 4 %) 

ها انتخاب به خود اختصاص داده که نشانگر این موضوع است که به درستی خوشهرا  ٪4/۱5ميزان  total-ssباشد همانگونه که از خروجی مشخص می

 باشد . باشد بهترین تعداد خوشه دو میاند . چنانچه از شكل زیر مشخص میشده

 
 ( تعداد بهينه خوشه6)شكل 

 ۳ میانه-کا بندیروش خوشه۹.2.۴

کند. در گيری از آنها انتخاب میها و نه ميانگينها را از ميان خود دادهخوشه ی ندهباشد و نمایمی ءالگوریتمی مبتنی بر شی میانه-کا الگوریتم

هاست. کردن حساسيت نسبت به مقادیر بزرگ در مجموعه داده ترین عنصر یك خوشه است. هدف این روش، کمیك خوشه، مرکزی medoids واقع

 ميباشد:ميانه بصورت زیر ی محاسبه کانحوه. (Guo & others،2۱۱3)شودز معرفی میهای نزدیك به مرکدر این الگوریتم هر خوشه با یكی از داده
pam(dfn , k=2, metric = "euclidean" , stand = FALSE)-kmedoid. re< 

_______________________________________________________________ 
1 - Silhouette Coefficient 
2-  K-Means 

3- k-medoids 

(۴) 

(۵) 
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pam(dfn , k=2, metric = "manhattan" , stand = FALSE)-kmedoid. re< 

است که نتيجه هر دو یكسان و  استفاده گردیده بندیو منهتن برای خوشهه و از فاصله اقليدسیبود 2شود تعداد بهينه خوشه همانطور که مشاهده می

 باشد:شكل زیر میهب

 
 ميانه-( خوشه بندی کا۱)شكل 

 باشد:ميانه بشرح ذیل می-با روش کا بندینتيجه خوشه

 
دارای درآمد  اند که مشتریان خوش حسابان بدحساب طبقه بندی گردیدهباشد که مشتریان در دو گروه مشتریان خوش حساب و مشتریکه نشانگر این می

 و درآمد منفی یا بهتر است ذکر کنيم برای بانك دارای هزینه بوده اند. 42. 16مثبت و ریسك صفر بوده و مشتریان بد حساب دارای ریسك 

 پژوهشچارچوب .۵

 

  

 
 

 

 

 

  

 

 

 اهانتخاب ویژگی 

 پیش پردازش

 خوشه بندی 

 یکسان سازی داده ها-

 بهبود داده ها-

 حذف داده های نامناسب -

 کاهش ویژگی ها-

 بهبود کارایی الگوریتم ها-

کای میانه-  

 پیش بینی

- CNN 
 

Activation Relu Convolution 

 مجموعه داده
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 چارچوب پژوهش( 3)شكل 

 های پژوهشیافته.۶

 یعصب یهابا استفاده از شبکه  قیعم یریادگی ۶.1

از  ینوع ،قيعم یريادگی. کندیها استفاده ماز داده یادیحجم ز یبر رو دهيچيانجام محاسبات پ یبرا یمصنوع یعصب یهااز شبكه قيعم یريادگی 

 ریز قيعم یريادگی(. Adnan،2۱2۱)کندیر اساس ساختار و عملكرد مغز انسان کار م، که ب(Ngufor & others ،2۱1۳است)  نيماش یريادگی

شده  ليتشك یعصب یهاکه مغز انسان از رشته میيبگو دیدر ابتدا با شودیاستفاده م نيانسان از ماش یاست که در آن به جا یاز هوش مصنوع یاهمجموع

و در  ميکنیم افتیاست که در ییهایبراساس ورود ميدهیکه انجام م ییکارها کنندیاطلاعات ماند و پردازش ها با هم در ارتباطعصب نیاست که ا

با استفاده  زين قيعم یريادگی دهدیم لیبه ما تحو یو خروج دهدیانجام م اتيو عمل رديگیرا م ییهایکه ورود کندیتابع رفتار م كیاصل مغز ما مانند 

 هایورود سطتو یشبكه عصب(. Al Machot & others ،2۱15)دهدیو پردازش انجام م کندیانسان عمل م که مانند مغز قيعم یاز شبكه عصب

که به ما  باشندیم یمقدار آستانه و تابع فعال ساز یاست و هر کدام از عصب ها دارا یو پنهان و خروج یورود هیو شامل سه لا شودیآموزش داده م

 رديگیم ادیباشند، مدل  همبه  كینزد دیدو مقدار با نیکه ا شودیم سهیمقا میکه انتظار دار یبا خروج میآوریم که به دست یاجهينت دهندیم یخروج

ره، مانند گ كیاند. شده ليها  تشكاز گره ،یعصب یشبكه یهاهیکند. لا افتیدرست در یکند که خروج ميتنظ یکه وزن ها و مقدار آستانه را طور

 (. 14۱1فر، فی)شرشوندیم یريادگیفعال شده منجر به  یهااز نورون یاانجام محاسبات است. مجموعه یبرا یمكان مغز انسان، یهانورون

 CNN یشبکه عصب ۶.1.1

CNN  ه همه سلولب هیلا كیکاملاً متصل هستند، که هر نورون در  یهاشبكه هیچند لا یها رندهيشده است منظور از گ ليتشك هیچند لا یهارندهياز گ 

 یمراتبسلسله یها از الگو CNNها استفاده کنند از داده حدازشيکه ب شودیها موجب مشبكه نیاتصال کامل ا شودیمتصل م یبعد هیدر لا یعصب یها

 یورود(. Oquab & others ،2۱14) آورندیرا بدست م یتردهيچيپ یالگوها کوچكتر و ساده یو با استفاده از الگوها کنندیها استفاده مدر داده

ها به صورت دازش دادهپر شيپدر مرحله  دیرا با یفيک یهامنظور داده نيبه صورت عدد باشند به هم دیبا یمانند شبكه عصب قيعم یريادگی یهامدل شتريب

قبل  دی(، باینوع مشتر یژگیو ییا مجموعه داده نیهستند )مثلاً در ا یاکه به صورت دسته ییهاداده یبرا ق،يعم یريادگی یهاشوند. در مدل لیعدد تبد

 یعدد یهابه داده یفيک یهاداده لیبدت یهااز روش یكیبه صورت برچسب   یکرد. روش رمزگذار لیتبد یاز اعمال مدل ، آنها را به صورت عدد

 ،یرنوع مشت یژگیو یمثال برا . به عنواندیگرد نييعدد مخصوص تع كیهر دسته  یپژوهش، برا نیدر ا(. Krizhevsky & others ،2۱1۱باشد) یم

. دیآن نمونه انتخاب گرد یبرا دستهمخصوص آن  یهر داده، مقدار عدد یرا نسبت داد. سپس برا 2و 1عدد  توانیم بيبه ترت یحقوق ،یقيحق یبرا

 دیجد یهاداده یها بر روعملكرد مدل یابیارز یبرا شیبخش آزما شود،یاستفاده م قيعم یريادگی یهاآموزش مدل یبخش آموزش برا نيهمچن

 , Ole Hjelkrem)شودیاستفاده م فمدل مختل نیچند نيمدل از ب نیمدل و انتخاب بهتر یپارامترها ميتنظ یبرا یو بخش اعتبارسنج شودیاستفاده م

-CNN-LSTM pooling dropout 

Out put Fully connected 
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Eilif de Lange 2۱23 .)بخش به هاداده از ٪۱۱ ق،يتحق نیااست. در  دهیاستفاده گرد یمجموعه داده به سه بخش، معمولاً از روش تصادف ميتقس یبرا 

. در شده است فیتعر هیبه لا هیلا ورتپژوهش مدل به ص نیداده شده است. در ا صيتخص اعتبارسنجی بخش به ٪15و  شآزمای بخش به ٪15 آموزش،

شده  فیتعر 2با اندازه  MaxPooling هیلا كیشده است. سپس  فیتعر relu یسازو تابع فعال 3اندازه کرنل  لتر،يف  64کانولوشن با  هیلا كیابتدا، 

 ها را نصفابعاد داده ،یورود یهاهر دو مقدار داده رمقدار د نیبا انتخاب بزرگتر هیلا نیها استفاده شده است. ااست که به منظور کاهش ابعاد داده

مدل  یريادگی یهاوزن یبه منظور حذف تصادف هیلا نیشده است. ا فیتعر 5/۱با مقدار  Dropout هیلا كی،  برازششياز ب یريجلوگ ی. براکندیم

 كی. پس از آن، شوندیحذف م یمدل به صورت تصادف یهادرصد از وزن 5۱است که در هر دوره  یمعن نیبه ا 5/۱مقدار  نجایو در ا شودیاستفاده م

 یودور یهاداده یبه صورت خط هیلا نی. اشودیاستفاده م یبعد كی یهابه داده یورود یهاداده لیشده است که به منظور تبد فیتعر Flatten هیلا

نورون و تابع  123اول با  هیشده است. لا فیتعر Dense هیدو لا ت،یداده شوند. در نها یبعد  Dense هیتا بتوانند به لا کندیم لیبعد تبد كیرا به 

 شده است.  فیتعر یسازدوم با دو نورون و بدون فعال هیشده است و لا فیتعر relu یسازفعال

 CNN-LSTMمدل  ۶.1.2

نورون و بازگشت  64با  LSTM هیلا كیشده است. سپس  فیتعر 3اندازه کرنل  لتر،يف 3کانولوشن با  هیلا كیاست. ابتدا،  هیمدل شامل چند لا نیا

 مي. تنظشودیاستفاده م یورود یهامدت در داده یطولان یالگوها یريادگیبه منظور  هیلا نیشده است. ا فیتعر یخروج یهادنباله

return_sequences=True   بهLSTM هیلا كیکند. پس از آن،  ديتول یخروج ،یورود یهاتمام داده یکه برا دیگویم MaxPooling  با

 Flatten هیلا كی. سپس، کندیها را نصف مابعاد داده ،یورود یهامقدار در هر دو مقدار داده نیبا انتخاب بزرگتر هیلا نیشده است. ا فیتعر 2اندازه 

 یسازبا دو نورون و بدون فعال Dense هیلا كی ت،ی. در نهاشودیاستفاده م یبعد كی یهابه داده یورود یهاداده لیشده است که به منظور تبد فیتعر

 شده است.  فیتعر

 CNN-LSTMو  CNN یهامدل یبرا لیکامپا یپارامترها۶.2

 طیدو مدل در شرا یهادقت سهیدر نظر گرفته شده است تا مقا كسانی CNN-LSTMو  CNNهر دو مدل  یبرا   كیو متر ساز ، ضرر نهيپارامتر به سه

 شود.  یبررس كسانی

اب تخآدام  ان یسازنهيبه تمیالگور نجا،ی. در ارديگیها مورد استفاده قرار مآموزش مدل ندیاست که در فرا یسازنهيبه تمیالگور ساز،نهيپارامتر به •

 شده است. 

تخاب شده مربعات خطا  ان نيانگيم نهیتابع هز نجا،ی. در ارديگیآموزش مدل مورد استفاده قرار م ندیاست که در فرا نهیپارامتر ضرر، تابع هز •

 مناسب است.  ونيمسائل رگرس یبرا نهیتابع هز نیاست. ا

 اريمع نجا،یدر ا(. Dormann ،2۱13)شوندیعملكرد مدل استفاده م یابیارزآموزش مدل جهت  ندیاست که در فرا ییارهايمع ك،یپارامتر متر •

 .انددهش یبنددسته یآزمون به درست یهاکه چه درصد از داده دهدیمناسب است و نشان م یبندمسائل دسته یبرا اريمع نیدقت  انتخاب شده است. ا

 تحلیل یافته ها.۷

آموزش مدل به چه صورت  ندیکه فرآ کندینمودارها به ما کمك م نی. اباشدیم ریشرح زبه CNN-LSTMو  CNN یهادقت و خطا مدل یهانمودار

 در نظر گرفته شده است.  1۱۱هر دو مدل برابر با  ی. تعداد مراحل آموزش برااستدهیانجام گرد

دقت  زانيرنگ مربوط به م ی. نمودار آبباشدیموزش مآ ندیدر فرآ CNNمدل  یدقت و خطا برا یمربوط به نمودارها بيترتبه ۳و  3شماره  یهاشكل

 مشخص. همانطور که از نمودار دقت باشدیم یاعتبارسنج یهاداده یدقت و خطا مدل بر رو یبرا یآموزش و نمودار نارنج یهاداده یو خطا مدل برا

م آموزش و ه یهاداده یکه هم دقت مدل بر رو یکند. به طور دايها دست پاز داده یمدل توانسته به برازش نسبتاً کامل ییاست در همان مراحل ابتدا
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است. در  دهيرس %1 ریبه ز ییخطا هم در همان مراحل ابتدا زانيم یبرخوردار هستند و از طرف ٪5/۳۱ یدر هر مرحله از دقت بالا یاعتبارسنج یهاداده

 ها را برازش کند. توانسته داده تيبرازش رخ نداده است و مدل با موفق شيب CNNآموزش مدل  ندیکه در فرآ میيبگو ميتوان یم تيپس با قطع جهينت

 
  

 CNNنمودار دقت مدل (۳)شكل

 

 
 CNNمدل  ینمودار خطا(1۱)شكل 

 

دقت  یمربوط به نمودارها بيبه ترت ریز ی. همانگونه که مشخص است، شكل هاباشدیم ریبه شكل ز CNN-LSTMنمودار دقت و خطا مدل  نيهمچن

 یآموزش و نمودار نارنج یهاداده یدقت و خطا مدل برا زانيرنگ مربوط به م ی. نمودار آبباشدیآموزش م ندیدر فرآ CNN-LSTMمدل  یا براو خط

به برازش  داریدر همان نتوانسته به صورت پا CNNبرخلاف مدل  CNN-LSTM. مدل باشدیم یاعتبارسنج یهاداده یدقت و خطا مدل بر رو یبرا

 به کندیم دايو کاهش پ شیبار افزا كیهر چند مرحله  یهاداده یا اُم آموزش دقت مدل بر رو2۱کند و بعد از مرحله  دايها دست پاز داده یکاملنسبتاً 

ست بوده ا زيآم تي. اما در مجموع مدل موفقکندیم دايپ یشتريآموزش به کاهش ب یهاداده یدر مراحل آخر آموزش دقت مدل بر رو یکه حت ینحو

رو  همدل هموار یخطا زين گرید یبوده است. از طرف ٪۱۱/۳۱و  ٪35/۳۱ بيبه ترت یآموزش و اعتبار سنج یهاداده یدقت بر رو زانيم نیچرا که کمتر

موضوع  نیا دقت مدل نشانگر زانيامر با توجه به م نیاست. ا دهيرس ٪5/۱ ریبه ز ییخطا در همان مراحل ابتدا زانيکه م یبه کاهش بوده است به طور

 ها برازش شده است. از داده یمدل نسبتاً کامل تیبرازش نشده است و در نها شياست که مدل دچار ب
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 CNN-LSTM(نمودار دقت مدل 11شكل)

 

 
 

 CNN-LSTMمدل  ینمودار خطا( 12)شكل

 نتیجه گیری

داشته و باعث  تيو پول فعال هیت به عنوان قلب اقتصاد در دو بازار سرمامؤسسا نیبرخوردارند. ا ییبالا تيجوامع از اهم یدر ساختار اقتصاد یمؤسسات مال

ول، بودن در بازار پ هوجو یچرا که آنها علاوه بر واسطه شودیمؤسسات دو چندان م نیا تياهم ،یحت رانی. در اقتصاد اگردندیم ینگینقد انیجر جادیا

 یمبحث سودآور نیرا. بنابکنندیم فایکشور ا یو بلندمدت اقتصاد مدتانيم یهابرنامه یمال نيمدر تأ ینقش اساس ه،یبازار سرما یعدم توسعه کاف ليبه دل

 یعوامل مؤثر بر سودآور ییپژوهش در ابتدا به دنبال شناسا نی. اگرددیکل اقتصاد حائز ارزش م یخود آنها که برا ینوع مؤسسات نه تنها برا نیدر ا

شعب را بر  یعوامل کارکرد ريعوامل مختلف، به طور خاص بر کارکرد آنها تمرکز کرده و تأث راتيتأث یاسازداشته و با جد سكیها و کاهش ربانك

 انیروه مشتربه دو گ انیجدا کردن مشتر یبرا یبندخوشه یهاكيبه هدف مذکور ابتدا از تكن دنيرس یاست. برانموده یبررس سكیو ر یسودآور یرو

پژوهش  نیاست. هدف ا شده پرداخته سكیو کاهش ر یسودآور شیعوامل مؤثر بر افزا یو سپس به بررس دیخوش حساب و بدحساب استفاده گرد

 سهیاست.در مقاشده رداختهو سود با مدل موردنظر پ سكیبوده است. سپس به برآورد ر CNN-LSTMو  CNN قيعم یريادگیمدل  كی یطراح

 ٪23/۳3برابر با  شیآزما یهاداده یبر رو CNNدقت مدل  زانيگفت م توانیم شیآزما یهاداده یبر رو CNN-LSTMو  CNN یهادقت مدل

آموزش  یكسانی طیهر دو مدل در شرا نكهی. با توجه به اباشدیم ٪۱3/۳۱برابر با  شیآزما یهاهمان داده یبر رو CNN-LSTM. دقت مدل باشدیم

 یآموزش و دقت بالاتر آن بر رو ندیدر فرآ CNNمدل  شتريب یداریه است و با توجه به پاباهم برابر بود قاًيهر دو دق یريادگی یو پارامترها انددهید

بر  یاند دقت خوب انستهعمل کرده است. اما در کل هر دو مدل تو CNN-LSTMبهتر از مدل  CNNگرفت که مدل  جهينت توانیم شیآزما یهاداده

 .اورنديبدست ب شیآزما یهاداده یرو
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  کاربردی پیشنهادات

 انیدسته مشتر از دو كیآنها را در هر انیمشتر یاز پارامترها كیتوان با داشتن هر یم هادر بانك لات،يعوامل مؤثر در پرداخت تسه یريبا توجه به بكارگ

نوع و مبلغ وام  هبو با توجه  یو درآمد یتيشخص یهایژگیبا و ینمود مشتر ینيبشيپ توانینمود علاوه بر آن م یبندخوش حساب خوشه ایبد حساب 

 .باشدیو سود مربوط به هر وام چقدر م سكیپرداخت شود ر یوام ی؟ و اگر به مشتر ريخ ای باشدیرا دارا م لاتيتوان باز پرداخت تسه ایآ

 تحقیقات آتی

يه های این تحقيق در بقنها می توانند از یافتهبينی استفاده نمایند. همچنين آهای یادگيری عميق نيز برای مباحث پيشتوانند از بقيه مدلپژوهشگران آتی می

 .مسائل مالی و مدیریتی استفاده نمایند

 منابع

 . APARCH: رهيافت غيرخطی اثر بی ثباتی سياسی بر رشد اقتصادی ایران(. 1333) ن،ياصغر پور،  حس   

 .یتجار یهاعملكرد واحد یابیو ارز سهیدر مقا هاداده یپوشش ليکاربرد تحل یبررس(. 13۳2) ،یمقدم، عل یوريشكراله ، غ  ،یخواجو

 یکنفرانس مل نيسوم (.LSTMکوتاه مدت ) یحافظه طولان یبا شبكه عصب یاعتبار یتقلب در پرداخت کارت ها ییشناسا (.13۳۱فرشته،) ،یري، خ نايس  ،یدام

  وتريبرق و کامپ یدر مهندس یفناور

در گذر زمان  یا هیسرما ییدارا یگذار متيق یاز الگو ی: شواهدسكیبازده و ر نيرابطه در گذر زمان ب (.13۳۱) ر،يام ،یروانيروح الله، ش ،یرضا، فرهاد ،یراع
ICAPM، تهران. ،یبهشت ديدانشگاه شه یمال تیریفصلنامه چشم انداز مد 

 كردی)روسهام  متيق ینيبشيدر پ قيعم یريادگی یهایبرد معمارکار(. 14۱1)ض،يف ريفلاح شمس،  م  مان،یا  ،یوانان یسيرئ  م،یمر  ،یعراق یليخل  ر،يفر،  ام فیشر
 .2۱-1، صفحه 3، شماره 1۱، دوره (CNN یچشيپ یشبكه عصب

 

العه )مط كيژنت تمیو الگور یاضیر یزیبا استفاده از برنامه ر یموسسات مال ییاعطا لاتيسبد تسه یساز نهيبه (.13۳3)ثميم ،ی،اسكندریمجتب ،یصالح ه،يفهم ،یصالح

 .3، شماره2دوره ،یو بانك یپول تیریمد یفصلنامه توسعه بانك تجارت(، یمورد

 یکنفرانس جهان ني، اولکاهش مخاطرات آن یراهكارها یو ارائه كپارچهی یكيالكترون یبانكدار یاتيعمل سكیر یبررس(. 1336) گران،ید د،ويزاده، مج عسگر

 .كيالكترون یبانكدار
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