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With the increasing growth of online banking, banks and financial institutions 

are more and more inclined to use this technology and its services. Due to the 

high volume of transactions, it is practically impossible to manage them by 

human resources. For this purpose, today, approaches based on data mining 

have come online with the help of banking. In this article, an efficient model for 

identifying fraudsters in bank card transactions is presented. The proposed 

method uses the adjacency matrix, placement of non-valued features using 

weighting, and random forest aggregation algorithm, in each branch of which, 

by calculating the weight of each branch, the best branch of the decision maker 

is selected by calculating the cost of the selection model. It can be It also selects 

the best forest for decision-making using the multiple quadratic model. Thus, 

we have tested this method on two data sets, the first one had 14 features and 

the second one had 20 features, and it has been observed that the model of this 

research compared to the decision tree, support vector machine, neural network, 

and normal random forest, which is currently the highest The results have 

shown improvements over any method. Also, the tests show that none of the 

mentioned methods were able to predict the OOB error and the normal random 

forest which is able to predict this error performed much weaker than the 

proposed model.. 
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 دهیچک
بیشتر به سمت استفاده از این فناوری و خدمات آن سوق پیدا  روزروزبه مؤسسات مالیها و بانک 1برخط با رشد روزافزون بانکداری

 است. به همین منظور امروزه رممکنیغ عملاًها توسط نیروی انسانی ها امکان مدیریت آنحجم بالای تراکنش بهباتوجهکنند. می

ی به کمک بانکداری برخط آمده است. در این مقاله یک مدل کارآمد برای شناسایی متقلبین در کاودادهرویکردهای مبتنی بر 

ه از های بدون مقدار با استفادژگیی ویگذاریجاگردد. روش پیشنهادی از ماتریس مجاورت، های بانکی ارائه میهای کارتتراکنش

-کند که در هر انشعاب آن با محاسبه وزن هر انشعاب، بهترین انشعاب تصمیمدهی و الگوریتم تجمیعی جنگل تصادفی استفاده میوزن

-را برای تصمیم لشود. همچنین با استفاده از مدل کوادراتیک چندگانه بهترین جنگگیرنده با استفاده از محاسبه هزینه مدل انتخاب می

ویژگی داشته است تست  02ویژگی و دومی  11که اولی  دادهمجموعهاین روش را بر روی دو  بدین ترتیب. نمایدگیری انتخاب می

و مشاهده شده است که مدل این تحقیق در مقایسه با درخت تصمیم و ماشین بردار پشتیبان و شبکه عصبی  و جنگل تصادفی  میاکرده

نیز بهبودهایی داشته است. همچنین آزمایشات  انددادهر حال حاضر بالاترین نتایج را نسبت به هر روشی از خود نشان معمولی که د

ن بینی اینبوده و جنگل تصادفی معمولی که قادر به پیش OOBبینی خطای های مذکور قادر به پیشدهد که هیچ یک از روشنشان می

ماید و تواند این مقدار را محاسبه نپیشنهادی عمل نموده است. فقط روش پیشنهادی است که میتر از مدل باشد بسیار ضعیفخطا می

ی دوم نیز در همین حدود بهبودهایی داشته ایم که به دادهبینی نماید. همچنین در آزمایش روی مجموعهمقدار مناسبی برای آن پیش

 تفضیل در مقاله ذکر شده است.
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 مقدمه
جویی توان به صرفهاز دید مشتریان می .توان از دو جنبه مشتریان و مؤسسات مالی موردتوجه قرار دادرا می آنلاینداری بانک مزایای

توان به های متعدد برای انجام عملیات بانکی نام برد. از دید مؤسسات مالی میجویی در زمان و دسترسی به کانالهها، صرفدر هزینه

صت ها، ایجاد فرکرغم تغییرات مکانی بانها در ارائه نوآوری، حفظ مشتریان علیهایی چون ایجاد و افزایش شهرت بانکویژگی

 دفعالیت و برقراری شرایط رقابت کامل را نام برو برای جستجوی مشتریان جدید در بازارهای هدف، گسترش محدوده جغرافیایی 

 (.0201)ویشال و همکاران 

و  داری مدرنکداری سنتی به بانرسانی مؤثر، ناگزیر از مهاجرت از بانکها و مؤسسات مالی و اعتباری برای خدماتبانکامروزه 

به مشتریان  رسانیها باعث مدیریت بهتر فرایندهای مالی و افزایش کارایی و سرعت خدماتاند. هر چند استفاده از این سامانهبرخط شده

ت اهش اثراها و کاز آن یریشگیپ یها در پنتی است که این سازمالامالی یکی از مشک یهااین مؤسسات شده، اما تقلب و سوءاستفاده

بارزه با مجرمان م یروش برا نیآنها بهتر یمال یهاتیبانک و کنترل فعال انیمشتر ییشناسا یکارا برا یهاستمیس جادیاند. اها بودهآن

 (.0201)فانگ و همکاران  است بانکی اتیانجام عمل انیدر جر

وی کادادهند. اهای مختلف شناخته شدهر حوزهی شناسایی خودکار تقلب داعنوان بهترین راهکار برکاوی بههای دادهامروزه روش

کاوی ادههای دهای بسیاری از روشدر سامانهشود. ها تعریف میی از دادهلایعنوان فرایند کشف و استخراج الگوهای پنهان از حجم بابه

 (.0211پتیدار و شارما ) تبرای شناسایی و کشف تقلب و سوءاستفاده مالی استفاده شده اس

ر عملکرد که ناظر ب ستمییاست. از این رو ایجاد س یاعتبار یهامتقلبانه، معطوف به تراکنش با کارت یهاتیاز فعال یاهبخش عمد

رسد. تاکنون یبه نظر م یبانکی، ضرور یاعتبار یهاموجود در کارت یهامنظور شناسایی تقلب در تراکنشپرداخت باشد، به یهانظام

مقاله  نیخاص خود هستند. در ا بیو معا ایمزا یها انجام شده است که هر کدام داراتقلب در تراکنش ییشناسا یبرا یمطالعات مختلف

 ریت به سانسب یها، از دقت و سرعت عملکرد بهترتراکنش یبندمؤثر در دسته یهایژگیو نییبر تعشود که علاوه یارائه م یروش

در حال  یها طیبا مح ایصورت پوبه یداده کاو یکه روش ها یی(. ازآنجا0202در  رانمند گشته است)کارتا و همکاها، بهرهروش

ر کاهش خودکا ریغ ینسبت به روش ها یشود، تا حد قابل توجه یرا که صرف کشف الگو م یشوند، مدت زمان یسازگار م ر،ییتغ

 (. 0201دهند)وانگ و همکاران  یم

هستیم که استفاده از ماتریس مجاورت و الگوریتم تجمیعی جنگل تصادفی، کارایی کشف  سؤالدر این تحقیق به دنبال پاسخ به این 

 بخشد؟تقلب در سیستم بانکی را تا چه حد بهبود می

 مبانی نظری و پیشینه تحقیق

جمعی ی دستهگیرهای اعتباری بانکی، از روش یادهای موجود در کارتشناسایی تقلب در تراکنش منظوربهو همکاران  پوریقلدر مقاله 

افزایش یافته  بندیها، دقت و صحت دستهبندی تراکنشهای مؤثر در دستهبر تعیین ویژگیاستفاده گردیده است. در این روش علاوه 

 (.1122و همکاران  پوری)قل است

ه راه دور انجام شده و تنها بها از های برخط، تراکنشهای کشف تقلب پرداخته شده است. در تقلبدر مقاله وثوق و همکاران به روش

انند موقعیت و توی گسترده از اینترنت، کاربران میها دریافتند که به علت استفادهخود کارت. آن لزوماًکارت نیاز است نه  اتیجزئ

 (.1931هویت تراکنش اینترنتی خود را پنهان کنند )وثوق و همکاران 
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مطرح  . روشپردازدیمدر مقاله حاتمی راد و همکاران به موضوع تقلب و اینکه در تقلب قصد شخصی و فریب دیگران مطرح است 

گیری در میمها جهت تصهای استخراجی بهترین ویژگیهای پنهان پرداخته و سپس از بین ویژگیشده در این مقاله به استخراج ویژگی

 (.1931حاتمی راد و همکاران ) نمایدمورد یک تراکنش را انتخاب می

به کمک  یکاودادهها باید با رویکردهای مبتنی بر حجم بالای تراکنش بهباتوجهبنایی و همکاران در مقاله خود مطرح نمودند که 

ی و همکاران بنای) های حجیم بهره بردندها از روش پردازش دادهبانکداری برخط رفت تا مشکلات مربوط به تقلب را شناسایی نمود. آن

1931.) 

های اعتباری با استفاده از دو تکنیک یادگیری عمیق و ای در راستای تشخیص تقلب در کارتمقاله 0209نظیر و همکارانش در 

ه این گرچها را رمزگشایی نمودند. اها را رمزگذاری و در لایه انتهایی دادهها در لایه ابتدایی دادهرمزنگاری اطلاعات منتشر کردند. آن

روش پیچیدگی محاسباتی را افزایش داده است اما استفاده از رمزنگاری در کنار یادگیری عمیق چندلایه سبب افزایش دقت و قدرت 

 تشخیص تقلب و همچنین کاهش احتمال وقوع تقلب شده است..

تم بانکی برای شناسایی تقلب در سیس ترین همسایهروشی مبتنی بر رگرسیون لجستیک، بیزین و نزدیک 0200موریرا و همکاران در 

ندی بهای نام برده شده دستههای مؤثر پرداختند و فضای ویژگی ایجاد شده را با روشها ابتدا به استخراج ویژگیمطرح نمودند. آن

دی نماید و بنستههای بانکی را دهای یادگیری ماشین قادر است با دقت بالایی تراکنشنمودند. از نظر نویسندگان این مقاله، روش

 .استها را نیز افزایش دهد. نتایج به دست آمده نیز بیانگر همین موضوع بندی تراکنشتواند صحت دستهمی برآنعلاوه

 کیکه در خصوص تکن CLOPE تمیالگور یمناسب برا یهاداده بانک به داده لیتبد ی، برادیداده آموزش جدمجموعه گریدر مقاله د

 دهدینشان م یشیآزما جینتا است. دهیارائه گرد ،تقلبموارد  صیمنظور تشخبه ،باشدی( میارشته ری)مقاد یداده اسم یبرا یبندخوشه

امل، اجرا گردد و به طور ک ،ییتنهابه تواندینم ستمیس نیاما ا .باشدیم متقلبانهموارد  صیتشخ یمناسب برا تمیورالگ کی CLOPE که

ها به خوشه یاعتباربخش یشده( برا نییتع یارهای)مع نیاز قوان یاها، و ارائه مجموعهداده لیوتحلهیدر تجز گرانلیتحل یاز توانائ دیبا

 (.0201)ویشال و همکاران  نمود استفاده ،یبندپس از عمل خوشه

 یارهارفت جادیا یبرا یبنداست که استفاده از خوشه یدیبریه یناهنجار صیکرد تشخیرو ک( ی0201)دزاسکس و همکاران  مقاله

 کی یبر رو دکریرو نیانحراف معامله خاص از رفتار گروه مربوطه است. ا نییتع یبرا یآمار یهاکیو استفاده از تکن انینرمال مشتر

 یخوببه TEARTکه  دهدینشان م جیتاقرار گرفته و ن شی، مورد آزماشودیمعاملات انجام م ونیلیم 1.0که شامل  یداده واقعمجموعه

 خوب است. د،یآیبه دست م یسنت K-mean تمیبا الگور سهیکه در مقا ییهاشنیاز لحاظ پارت

را توسعه ( 0213)هند و همکاران  بانیبردار پشت نیماش یمشتر رمعمولیغ یرفتارها صیتشخ یبرا سندگانینو (0201)آتا و همکاران  در

که  روش آن است نیا تیمز .اندرا ارائه داده بانیبردار پشت نینظارت شده و بدون ناظر ماش یهاتمیاز الگور یبیها ترکآن اند.داده

وارد م یبرا شدهیسازهیشب یهادادهعملکرد آن بر اساس مجموعه یابیارز حالنیناهمگون کار کند. باا یهادادهبا مجموعه تواندیم

 باشد.یمشکوک م

تاکنون است.  1312از سال  ییاستنباط استقرا یهاروش نیاز پرکاربردتر یکی میاند، درخت تصمداشته انیب( 0202)فوآ در  سندگانینو

کار گرفته شده ب یبر اساس مشخصات مشتر ،ییشوپولتشخیص تقلب و  سکیر زانیم نییتع یبرا میمقاله روش درخت تصم نیدر ا

 است
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ب آنلاین بانکی مؤثر ارائه شده که به ترکیب منابع مربوط و (، یک چارچوب تشخیص تقل0213در طرح )یونکوک و همکاران 

توالی رفتار مشتری در  بر اساسبرای هر تراکنش،  1پردازد. در با ایجاد یک بردار تقابلی پیشرفته میکاودادههای ی تکنیکریکارگبه

در این تحقیق، یک الگوریتم جدید برای طول زمان، نرخ تمایز تراکنش جاری مشتری را با رفتار رایج وی نشان داده شده است. 

بندی ریسک که استخراج مؤثر الگوهای تضاد و تشخیص رفتار جعلی از رفتار واقعی، برگرفته از یک الگوی انتخاب مؤثر و رتبه

 کند، معرفی شده است.ی مختلف را ترکیب میهامدلاز  هاینیبشیپ

ی کاربرد گسترده مطرح نمودند. هانهیزم( را به دلیل ANNشبکه عصبی مصنوعی )(، 0211سالچنبرگر و همکاران ) های اخیردر سال

اع مختلف های مختلفی برای انوهزینه کهیطوربههای کاربردی تمرکز بر یادگیری حساس به هزینه وجود دارد در بسیاری از این برنامه

های دودویی بندیت. در بسیاری از طبقهک زمینه متفاوت اسیک مثال از ی بندی نادرستطبقههزینه بندی نادرست وجود دارد. طبقه

، در حالنیباابندی نادرست مختلف وجود دارد و هر یک از آنها دارای هزینه است. حساس به هزینه مانند مشکلات تشخیص، دو طبقه

شته د هزینه متفاوتی داتوانمی ندی شده،بطبقه جعل کارت اعتباری و بازاریابی مستقیم هر مشاهدهتشخیص کار مشکلاتی از قبیل وکسب

برای ی ، در چنین مواردی، ضرورتنی؛ بنابراهر یک وجود داشته باشدبندی طبقه درستی برای یو علاوه بر این ممکن است سود باشد

 رسیدگی کند. های شخصیمنافع و هزینه به که وجود دارد بندیتوسعه یک مدل طبقه

ها بر روی ی آنریکارگبه( نشان داده شده است که استفاده از قواعد انجمنی و 0212ای دیگر )واهسلر و همکاران در مقاله

و  0211های بانکی نتایج مطلوبی را حاصل نموده است. همچنین در رویکرد دیگری )پوزولو و همکاران تراکنش دادگانمجموعه

 در کنار تکنیک یادگیری ماشین توانسته است دقت و صحت تشخیص را افزایش دهد.( ترکیب این روش 0211باتاچاریان و همکاران 

کاوی برای شناسایی تقلب ی معروف دادهکنندهینیبشیپهای (، به بررسی برخی مدل0211نویسندگان در )باتاچاریا و همکاران 

ه شده است. بردار پشتیبان برای شناسایی تقلب استفاد کاوی رگرسیون لجستیک و ماشیناند. در این مطالعه از دو تکنیک دادهپرداخته

 پردازیم.در ادامه ابتدا به معرفی این دو تکنیک می

( 0221بندی شود. در تحقیق )ابرله ی طبقهخوببهتواند طبق مشخصات گراف هنگام برخورد با ساختارهای گرافی، ناهنجاری می

در گراف.  ظرهرمنتیغیا یک لبه  رأس. انجام درج با وجود یک اندکردهی بندمیتقسه آنچه گفته شد به سه گرو بر اساسها را ناهنجاری

ار ی مورد انتظحذف شامل عدم وجود یک رأس یا لبه. یا یک لبه رأسانجام اصلاح با حضور یک برچسب غیره منتظره روی یک 

ر که ممکن های مجاوحذف یک رأس خاصی از کل لبه مثالعنوانبهشود باشد. گاهی اوقات، حتی شامل مفاهیم، مرتبط با لبه نیز میمی

واند تها هریک میشود. این یالهای آن میاست حتی حذف شده باشد. این امر سبب بهبود تشکیل گراف و کشف ناهنجاری در یال

 یک تراکنش را شامل شود.

کاوی مختلف ارائه های دادهای بین روشی، مقایسههای اعتبار(، برای شناسایی تقلب در کارت0221نویسندگان در )شن و همکاران 

 ی عصبی و رگرسیون لجستیک استفاده شده است. اند. در این مطالعه، سه روش پرکاربرد نظیر درخت تصمیم، شبکهداده

 کارکردهای مدیریتی:

واهد مدیریت تراکنش ها بسیار ساده تر خبا استفاده از روش ارائه شده در این مقاله و زمانی که تراکنش های مشکوک شناسایی شوند 

 شد و هزینه های مدیریتی کاهش پیدا خواهد کرد.

 
 

_______________________________________________________________ 

Contrast Vector 2 
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 های اعتباریهای کارتهای بانکداری آنلاین بر مبنای تراکنشارائه مدل شناسایی متقلبین در سیستم

 شکاف تحقیقاتی

 شکاف عملی

ا را تا حد امکان هکنند. بنابراین مدلی مناسب و سود ده است که هزینههای تقلبی هزینه های هنگفتی را به بانک ها تحمیل میتراکنش

ها ملزم به استخدام نیروی انسانی زیادی ها زمان بر است در نتیجه آنحجم بالایی دارند و پردازش آن های بانک هاکاهش دهد. داده

 کند.هستند که زمان بر است وهزینه بالایی با به بانک تحمیل می

 

 شکاف نظری

ا کاوش ت حجیم  و غیرنرمال ربررسی مطالعات انجام شده، شکاف تحقیقاتی موجود، عدم وجود مدلی است که بتواند اطلاعا بهباتوجه

هزینه مدل باشد. مدلی که  بهباتوجههای ناهمخوان های بزرگ و دادهنموده و روشی مؤثر برای استخراج اطلاعات ارزشمند در داده

سرعت  وها دارند، استخراج کند بندی دادهترین تأثیر را در طبقهبا فرایند آموزشش، متغیرهای مهمی که بیش زمانهمقادر باشد 

 های بدون مقدار یا دارای مقدارپاسخگویی را افزایش دهد و بهترین مدل را با احتمال و دقت بالا تشخیص دهد. همچنین بتواند داده

 ها مقدار مناسب جایگزین نماید.  نامتعارف و پرت را شناسایی نموده و برای آن

 روش تحقیق

یفیت خدمات تواند به بهبود کباشد. مدل مطرح شده در این تحقیق میآنلاین میتحقیق حاضر یک تحقیق کاربردی در حوزه بانکداری 

 ها کمک نماید.بانکی و امنیت تراکنش

فاده دار و الگوریتم مدل احتمالاتی استدر این مقاله برای شناسایی متقلبین، از ماتریس مجاورت، مدل تجمیعی جنگل تصادفی وزن

گردد. همچنین با استفاده از جنگل مقداردهی مناسب می رنرمالیغهای بدون مقدار و دارای مقدار ایم. در مدل پیشنهادی ویژگیکرده

ری انتخاب گیشود و برای هر دسته داده بهترین انشعاب جهت تصمیمکه برای هر انشعاب آن وزن و هزینه محاسبه می داروزنتصادفی 

ل شود. همچنین با استفاده از الگوریتم محاسبه احتمال، بهترین مدداده اتخاذ میترین تصمیم برای هر نوع هزینهگردد، بهترین و کممی

جمعی محسوب شده و برای یادگیری از تعداد زیادی گردد. در واقع این مدل یک روش یادگیری دستهبر روی هر انشعاب ایجاد می

شود. پس از پایان وع داده و هر ویژگی لحاظ میکند که در هر درخت محاسبه وزن و هزینه برای هر ندرخت تصمیم استفاده می

رین تگیری بر اساس بهترین مدل برای آن داده انجام شده و کلاس با بیشدرختان رأی نیبی جدید، بندی یک نمونهآموزش، برای دسته

 شود.ی جدید انتخاب میترین هزینه، برای نمونهی و کمرأ

شود. پارامتر اول تعداد درختان تصمیم است که در جنگل ساخته خواهد شد. این پارامتر تعیین میدر این مدل، دو پارامتر توسط کاربر 

 ای متغیر است.های موجود در هر مسئلههای آموزشی و تعداد ویژگیبسته به تعداد داده

تصادفی انتخاب  صورتبهویژگی  mی درخت، باید شود. در زمان انتخاب ویژگیِ شکست در هر گرهشناخته می  mپارامتر دوم با نام 

 ها انتخاب شود. بندی دادهویژگی، با کمک معیارهای کارایی بهترین ویژگی برای بخش mشده و از بین این 

ر در نظر شود. مقادیر معمولی که برای این پارامتی درختان ثابت در نظر گرفته میآموزش مدل و در بین کلیه ندیفرااین پارامتر در کل 

های موجود در ، تعداد ویژگیnVariableو منظور از  Sqrt(nVariable) ،Log(nVariable)+1اند از: شود، عبارتمی گرفته

 یا همان متغیرهای مسئله است.  هادادهمجموعه

آموزشی ی نمونه Nی به تعداد گذاریجای آموزشی اولیه، به طور تصادفی و با هادادهمجموعهبرای آموزش هر درخت، از  نیهمچن

 گیرند. است، در نظر می دسترسای که در ی اولیههادادهمجموعهی کل به اندازه معمولاًرا  Nشود. پارامتر انتخاب می
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که این مدل  ستنجایا توجهقابلی های آموزشی ایجاد شده اشتراکاتی وجود داشته باشد. نکتهممکن است در بین زیرمجموعه ن،یبنابرا

اش داشته باشد. منظور از عمومیت این تری را در فضای مسئلهی مدیریت کرده و عمومیت بیشخوببهرا  1برازشبیشی تواند پدیدهمی

ینی را در پی بها تطبیق پیدا کرده و کمترین خطای تشخیص یا پیشخوبی با آنهای جدید، بتواند بهاست که مدل در مواجهه با داده

نشده( و عمومیت داشته باشد. در واقع به دلیل همین سیاست تصادفی  overfitآموزش محدود نبوده ) هایداشته باشد. یعنی تنها به داده

 د.شوبرازش جلوگیری میی بیشی از پدیدهخوببهویژگی،  mدر انتخاب  خصوصبههای آموزشی و در انتخاب زیرمجموعه کردنعمل

 

 روند ساخت مدل

 شود. بخش اصلی تشکیل می 9مدل پیشنهادی از 

-های عددی پیوسته و ویژگیی در دسترس شامل ویژگیهادادهمجموعهشود. ها انجام میپردازش دادهدر بخش اول بارگذاری و پیش

 باشند.ای میهای رده

 ل شوند. ای به عدد تبدیای مقداردهی شده باشند، باید این مقادیر رشتهای با مقادیر رشتههای ردهها، اگر ویژگیپس از بارگذاری داده

-از: تعداد متغیرهای مسئله یا همان ویژگی اندعبارتشوند. این پارامترها الگوریتم مقداردهی اولیه می ازیموردنبخش دوم، پارامترهای 

های آموزشی که تعداد نمونه N، تعیین پارامتر ازیموردن، تعداد درختان هادادهمجموعههای موجود در ها، تعداد نمونههای موجود در داده

هایی که در هر گره باید بررسی شده و بهترین آن تعداد ویژگی شدنمشخصبرای  mکند و تعیین پارامتر را برای هر درخت تعیین می

 ها انتخاب شود.بندی دادهبرای بخش

گذاری از تصادفی و با جای صورتهبنمونه  Nی هر درخت، به تعداد ازابهشود. برای ساخت مدل، بخش سوم، مدل ساخته می

 شود. ذخیره می trainingSample عنوانبهی اولیه انتخاب و دادهمجموعه

 روند کلی ساخت مدل در ادامه شرح داده شده است.

 کنیم.گیری میهای آموزشی را نمونههای آموزشی اولیه، زیرمجموعه دادهبه تعداد درختان تصمیم موردنظر، از داده

 دهیم. برایو تا انتهای فرایند آموزشش توسعه می کردنهرسی آموزشی، یک درخت تصمیم را بدون زیرمجموعه در هر .1

ت ی انتخاب بهترین ویژگیِ شکسجابهگیریم. در هر گره، ها، یک وزن اولیه در نظر میبه تعداد ویژگیهر درخت باتوجه

عنوان ویژگی ویژگی، بهترین را به mویژگی را به طور تصادفی انتخاب کرده و از بین این  mها، ی ویژگیاز بین کلیه

ای موجود هبه اهمیت ویژگی انتخاب شده و هزینه محاسبه آن برای نمونهکنیم. وزن انشعاب را باتوجهشکست انتخاب می

بر  دهیوزن نیکه ا شوندیدهی مه مجموعه، وزنشدن بن اضافهیدر ح فیضع یهارندهیادگنماییم. یروز میدر انشعاب به

 یدهوزن زیها( نموجود )داده یهابند، نمونهشدن هر طبقههاست. پس از اضافهنمونه یبنددقت در طبقه زانیاساس م

صورت که به ییهامونهاست که در هر مرحله، وزن ن یها به صورتنمونه یده(. وزنگرددی)وزنشان اصلاح م گردندیم

 یتا در مراحل بعد دشویم شتریاند، بنشده یبندطبقه یدرستکه به ییهاو وزن نمونه افتهیکاهش  شوندیم یبندطبقه حیصح

 یهارندهیادگیز تمرک نیگردند؛ بنابرا یبندطبقه یشتریموردتوجه بوده و با دقت ب شتری( بدیجد یهارندهیادگی)توسط 

 وده است.آنها نب حیصح یبندقادر به طبقه یدر مراحل قبل ستمیخواهد بود که س یهاداده یشتر بر رویب د،یجد فیضع

_______________________________________________________________ 

overfit 2 
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 های اعتباریهای کارتهای بانکداری آنلاین بر مبنای تراکنشارائه مدل شناسایی متقلبین در سیستم

 نماییم.ها را محاسبه میماتریس هزینه داده .0

 ماتریس هزینه محاسبه شده نشان داده شده است. 1در جدول 

 : ماتریس هزینه برای دسته بندی1جدول  .9

     

2 1 (i,i)c  یاFN (i,i)c  یاTN پیش ینی نادرست 

0 1 (i,i)c  یاTP (i,i)c  یاFP ی درستنیبشیپ 

 

 ر گرفتهنظعنوان سود در بینی شود معمولاً بهدرستی پیشباشد هنگامی که نمونه به( میTPو  TN) که همان c(i,iلازم به ذکر است که )

ادرست یک بندی نی دستههزینهشود. مشخص است که می در نظر گرفتهعنوان کلاس مثبت شود. همچنین اقلیت یا طبقه نادر بهمی

 است. FP از شتریمعمولاً ب FNارزش ی اکثریت است به همین دلیل بندی نادرست یک نمونهی دستهی اقلیت بیشتر از هزینهنمونه

 شود.ها محاسبه میهزینه مورد انتظار نمونه

از  R(i|x)ار انتظبندی شود. هزینه مورد رود دستهانتظار میای که کمترین هزینه از آن به ماتریس هزینه یک نمونه باید در ردهباتوجه

 گردد.به شرح ذیل بیان می ام i ردهدر  xنمونه ی بنددسته

 :1فرمول 

1. R(i|x) = ∑ P(j|x)C(i, j)
 

j
 

 

ود. شمی برای هر مجموعه به طور مستقل استفادهکند. در ابتدا هر دسته را مشخص می jبه رده ی x، احتمال تعلق نمونهP(j|x)که در آن

کمتر  FPن ها معمولاً دارادی دقت بالاتر، همچنیبندیشوند. روش مبتنی بر ترکیب دستهمنظور تولید با هم ترکیب میسپس نتایج به

 های جداگانه دارد. بندینسبت به دسته

 روند کلی روش پیشنهادی در ادامه شرح داده شده است.

 

 دهیم تا زمانی که آموزش آن به پایان رسد. هر  انشعاب را توسعه می

 

بود.  کمترین هزینه خواهد درنظرگرفتنی درختان اعمال کرده و برچسب نهایی داده، رأی اکثریت درختان و ی جدید را به کلیهداده

 یمختلف یهاوشرواهد بود. ی درختان خبینی شده توسط همهی نهایی، میانگین مقادیر پیششدهینیبشیپی رگرسیون، مقدار در مسئله

منظور . بهستنده تیاستفاده از رأی اکثر ایو  یریگنیانگیها مروش نیترمتداول، وجود دارد هاکنندهیبنددسته جینتا بیترک یبرا

هر  اظهارنظرباشد. در این روش می 1گیری اکثریتشود. اولین روش قانون رأیرویکرد ترکیبی از دو تکنیک استفاده می دادننشان

-گیری نهایی بر اساس آرای اخذ شده از دستهشود و تصمیمعنوان یک رأی محسوب میبند در مورد کلاس الگوی ورودی، بهدسته

ا وجود هها دارای وزن یکسان هستند و حساسیتی نسبت به هزینه دادهگیرد. در این تکنیک تمامی دادههای مختلف صورت میبندی

 ندارد.
_______________________________________________________________ 

1 .Majority voting rule. 
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 گردد.مدل برای داده محاسبه میبهترین  .1

 انسیووارکاند. در این روش نیازی به برابر بودن صورت نرمال توزیع شدهها بهفرض ابتدایی در تعیین بهترین مدل این است که داده

هستند. به این قسمت  yشوند که از نوع خانواده بند داده میبه طبقه xای از مشاهدات به نام بین دو گروه و انشعاب نیست. ابتدا مجموعه

رد. سپس پس از بها بکار میبند، سطح فرضی را برای جداسازی دو دسته از ویژگیشود که متناسب با آن طبقهمرحله تعلیم گفته می

  های مختلف را از یکدیگر جدا کند.شود تا دو دسته ویژگیها تست به آن داده میبند، دادهتعلیم طبقه

 

که  بیترتنیاهبشود. می استفادهدر روش پیشنهادی برای حساسیت به هزینه از تابع باور و برای محاسبه احتمال از تابع کوادراتیک  

 FN اریمعوان تآن را قانونی تشخیص دهند. با این کار می کنندهیبنددستهتوانیم یک تراکنش را قانونی بدانیم که هر دو زمانی می

اند. قانونی تشخیص داده است( که بیشترین هزینه را برای ما دارد به حداقل رس اشتباهبهباشد و سیستم آن را ورودی تقلبی میتراکنش )

به الگوی ورودی، نماییم. به این صورت هر نمونه را باتوجهاستفاده می 1ها از تکنیک میانگین قانونهمچنین برای ایجاد وزن برای نمونه

ل شده برای هر های حاصدهیم. با استفاده از الگوریتم کوادراتیک، ویژگیاحتمال خلفی به یک کلاس تخصیص میبا یک میانگین 

 شوند. بندی میمدل و انشعاب طبقه

 2ماتریس مجاورت 

خته یک درخت تصمیم سا که یزمان(. 0201ی آموزشی اولیه است )بنسال و شرما دادهمجموعهتعداد کل  Nاست و  N*Nیک ماتریس 

در یک نود پایانی مشابه قرار گرفتند،  ام j یبا نمونه ام iی کنیم. اگر نمونههای آموزش متعلق به خودش را به درخت اعمال میشد، داده

بر تعداد کل درختان، نرمال  کردنمیتقسهای ماتریس را با کنیم. در نهایت، درایهماتریس مجاورت را یکی اضافه می (i,j)عنصر 

 کنیم.می

 (.0201ها و یا یادگیری غیر نظارت شده به کار گرفته شود )بنسال و شرما تواند در تعریف ساختار دادهماتریس مجاورت می

 

 های مدل پیشنهادیویژگی

 کنیم:صورت زیر خلاصه میهای مدل پیشنهادی را بهدر نهایت، ویژگی

 آورد. شده که قدرت یادگیری و تعمیم خوبی را فراهم میجمعی بودن، محسوب یک الگوریتم قدرتمند با ماهیت دسته 

 شود.های بسیار بزرگ اجرا میدادهصورت کارا بر روی مجموعهاین الگوریتم به 

 تواند با بیش از هزار متغیر در مسئله کار کند.بدون حذف ویژگی )یا متغیر( می 

 دهد.برآوردی از میزان اهمیت هر یک از متغیرها را نشان می 

 برازش مقاوم است.ی بیشر برابر پدیدهد 

 سازی را در حین فرایند آموزش، ارائه دهد.تواند یک تخمین بدون بایاس داخلی از خطای عمومیمی 

  صورت موازی درختان را آموزش داد.توان بهسرعت و کاهش زمان فرایند آموزش، می شیافزابرای 

_______________________________________________________________ 

1.Average rule 

Proximity Matrix2 
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 ی زیادی شدهگمیی که مقادیر هادادهمجموعهتواند در شده است و بدون کاهش دقت می های گمدارای روشی مؤثر برای برآورد داده

 ی کار کند.خوببهدارند، 

 های دیگر، ذخیره شوند.های بعدی بر روی دادهتوانند برای استفادههای ساخته شده میمدل 

 ای هبندی، برآورد دادهتواند در خوشهکند. این امکان میمیها را محاسبه این الگوریتم میزان مجاورت )یا شباهت( بین هر جفت از داده

 ها بسیار مؤثر باشد.گم شده و همچنین ایجاد دید کلی در مورد داده

 

 نتایج روش پیشنهادی

ی برای قبولقابلمقادیر  هاشیآزماایم. با این پارامترهای مختلف مدل پیشنهادی آزمایشاتی را طراحی و اجرا کرده ریتأثبرای بررسی 

ه های موجود مقایسشود. در ادامه نیز برای نمایش قدرت و کارایی مدل پیشنهادی، آن را با سایر روشپارامترهای آزاد مدل تعیین می

 و نتایج به دست آمده ارائه شده است.

 

 مورداستفادهافزار ها و نرمداده

ماییم. نی اعتباری موجود در کشور آلمان و کشور استرالیا استفاده می    های استاندارد، متعلق به کارت دادهمجموعهدر این تحقیق از دو 

های فیلتر شده شامل نام و نام   اند. دادهسازی شده  1گمنامصورت یکتا،  برای حفظ امنیت، نام و مقادیر فیلدها به دادهمجموعهدر هر دو 

  باشد.ها میخانوادگی مشتریان و اطلاعات شخصی آن

 

 در مدل پیشنهادی فردمنحصربهپارامترهای 

ی در هر الگوریتم تعدادی پارامتر آزاد و مؤثر در کارایی الگوریتم وجود دارد. الگوریتم پیشنهادی نیز از این قضیه مستثنی طورکلبه

. در این بخش شدها موجب افزایش دقت و قدرت الگوریتم در شناسایی تقلب خواهد ی آننبوده و تعدادی پارامتر دارد که تنظیم بهینه

 ایم.در قالب آزمایشاتی تأثیر این پارامترها را نشان داده

ی استانداردی که در بخش قبل معرفی شد، انجام شده و نتایج ارائه دادهمجموعهانجام شده در این بخش بر روی دو  هاشیآزمای کلیه

 اند. شده

 

 تعداد انشعابات

تنهایی شناسایی، تعداد انشعابات در مدل پیشنهادی است. هر یک از انشعابات موجود در مدل بهیکی از پارامترهای مهم و مؤثر در دقت 

-ای دستههها وابسته است. در واقع این ویژگیِ روشی آنکارایی زیادی نداشته و در واقع قدرت تشخیص مدل به برآیند قدرت کلیه

ا در مدل هکند. هر چه تعداد این انشعابگیری نهایی استفاده میمگیری بین اعضا برای تصمیجمعی است که از نوعی سیستم رأی

 یابد.تر باشد دقت تشخیص بهبود میبیش

 ی تأثیر این پارامتر در کارایی الگوریتم و انتخاب تعداد مناسب آن در مدل، آزمایش زیر انجام شده است:برای مشاهده

 : تأثیر پارامتر تعداد انشعابات1آزمایش 

 ایم:آزمایش، الگوریتم پیشنهادی را با شرایط زیر اجرا کردهدر این 
_______________________________________________________________ 

Anonymous 2 
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 ی شکست = شاخص جینیمعیار انتخاب نقطه .1

0. m = nVariable  به معنی آن که پارامترm ی در دادهبه دو مجموعههای موجود است. باتوجهبرابر با تعداد کل ویژگی

را خواهد  02ی دوم، مقدار دادهکارگیری مجموعهو با به 11ر ی اول این پارامتر مقدادادهکارگیری مجموعهدسترس، با به

 داشت.

 مقداردهی خواهد شد. 022و تا مقدار  12با گام افزایشی  1تعداد انشعابات = متغیر بوده و از مقدار  .9

 

 0 الگوریتم محاسبه و در جدولها اشاره شد، هم در فرایند اجرای بندی که در بخش قبل به آنهای دستهمعیارهای ارزیابی الگوریتم

 نشان داده شده است.

 

 ویژگی 11ی استرالیایی با داده( معیارهای ارزیابی محاسبه شده بر حسب تعداد انشعابات در مدل پیشنهادی بر مجموعه0جدول )

تعداد 

 انشعابات
Accuracy Sensi t i vi t y Preci si on F-measure 

1 0.84 0.82 0.86 0.84 

11 0.9 0.92 0.9 0.91 

01 0.89 0.9 0.9 0.9 

01 0.91 0.91 0.92 0.92 

01 0.92 0.93 0.92 0.92 

01 0.92 0.92 0.93 0.93 

01 0.92 0.92 0.93 0.92 

01 0.94 0.94 0.95 0.94 

01 0.92 0.92 0.94 0.93 

01 0.93 0.93 0.94 0.94 

111 0.93 0.93 0.94 0.94 

111 0.93 0.93 0.94 0.94 

101 0.94 0.93 0.95 0.94 

101 0.93 0.94 0.94 0.94 

101 0.93 0.94 0.94 0.94 

101 0.93 0.94 0.94 0.94 

101 0.92 0.92 0.94 0.93 

101 0.94 0.94 0.94 0.94 

101 0.94 0.94 0.95 0.94 

101 0.93 0.94 0.94 0.94 

011 0.93 0.93 0.95 0.94 
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 ویژگی 02ی آلمانی با دادهمحاسبه شده بر حسب تعداد انشعابات در مدل پیشنهادی بر مجموعه( معیارهای ارزیابی 9جدول )

تعداد 

 انشعابات
Accuracy Sensi t i vi t y Preci si on F-measure 

1 0.8 0.92 0.81 0.86 

11 0.8 0.81 0.89 0.85 

01 0.83 0.86 0.88 0.87 

01 0.85 0.88 0.89 0.89 

01 0.86 0.89 0.91 0.9 

01 0.88 0.89 0.93 0.91 

01 0.89 0.91 0.92 0.92 

01 0.89 0.93 0.91 0.92 

01 0.89 0.92 0.92 0.92 

01 0.91 0.93 0.93 0.93 

111 0.9 0.92 0.93 0.92 

111 0.9 0.94 0.91 0.93 

101 0.9 0.94 0.91 0.93 

101 0.91 0.95 0.92 0.93 

101 0.9 0.95 0.91 0.93 

101 0.91 0.95 0.93 0.94 

101 0.92 0.94 0.94 0.94 

101 0.92 0.94 0.94 0.94 

101 0.91 0.95 0.93 0.94 

101 0.92 0.94 0.94 0.94 

011 0.92 0.94 0.94 0.94 

 

 ها معیارهای ارزیابی نیز روند صعودی دارند. پس قدرت الگوریتم در شناسایی نیزگونه که مشخص است با افزایش تعداد انشعابهمان

کنیم ویژگی است، مشاهده می 11ی استرالیای با دادهکه مربوط به انجام آزمایش بر روی مجموعه 1به جدول افزایش یافته است. باتوجه

 نیهمچنود. شی بوده و تغییرات چندانی در معیارها مشاهده نمینیبشیپقابلرفتار مدل نیز  باًیتقررسد می 32ها به تعداد انشعاب که یزمان

که مربوط به انجام  0به نتایج به دست آمده در جدول بر این، باتوجه، به دست آمده است. علاوه 102ترین نتایج با تعداد انشعاب به

ویژگی است، همین نکته را دریافتیم که با افزایش تعداد انشعابات در مدل دقت تشخیص  02ی آلمانی با دادهآزمایش بر روی مجموعه

تری نیاز است تا یشها بهای مسئله به تعداد انشعابدیگر آن است با افزایش تعداد ویژگی توجهقابلی یابد. نکتهیالگوریتم افزایش م

 کهیدرحالشود ثابت می باًیتقررسد، رفتار مدل می 112تعداد انشعاب به  که یزمانکنیم که مشاهده میمطلوب دست یابیم. چنان دقتبه

 یابیم.انشعاب به کارایی مطلوب دست می 32ویژگی داشت، با داشتن  11 ی قبلی کهدادهدر مجموعه
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 درجه کوادراتیک

ا هیکی از پارامترهای مهم در تعیین بهترین مدل در فضای ویژگی، درجه کرنل کوادراتیک در مدل پیشنهادی است. هر چه تعداد ویژگی

 یابد.در نتیجه دقت تشخیص بهبود میتر و یابد، انتخاب ویژگی مناسبو درجه کرنل افزایش می

 ی تأثیر این پارامتر در کارایی الگوریتم و انتخاب درجه مناسب آن در مدل، آزمایش زیر انجام شده است:برای مشاهده

 : تأثیر پارامتر درجه کرنل کوادراتیک2آزمایش 

 ایم:در این آزمایش، الگوریتم پیشنهادی را با شرایط زیر اجرا کرده

 ی شکست = شاخص جینیانتخاب نقطهمعیار  .1

0. m = nVariable  به معنی آن که پارامترm ی در دادهبه دو مجموعههای موجود است. باتوجهبرابر با تعداد کل ویژگی

را خواهد  02ی دوم، مقدار دادهکارگیری مجموعهو با به 11ی اول این پارامتر مقدار دادهکارگیری مجموعهدسترس، با به

 داشت.

 مقداردهی خواهد شد. 9تا مقدار  1درجه کرنل = متغیر بوده و از مقدار  .9

 

 1ها اشاره شد، هم در فرایند اجرای الگوریتم محاسبه و در جدول بندی که در بخش قبل به آنهای دستهمعیارهای ارزیابی الگوریتم

 نشان داده شده است.

 

 ویژگی 11ی استرالیایی با دادهکوادراتیک در مدل پیشنهادی بر مجموعه ( معیارهای ارزیابی محاسبه شده بر حسب کرنل1جدول )

کرنل کوادراتیک بر روی 

 هافضای ویژگی انشعاب
Accuracy Sensi t i vi t y Preci si on F-measure 

 0.83 0.82 0.81 0.82 یاهستهتک

 0.90 0.89 0.88 0.91 یادو هسته

 0.94 0.95 0.95 0.94 یاسه هسته

 

 ویژگی 02ی آلمانی با داده( معیارهای ارزیابی محاسبه شده بر حسب کرنل کوادراتیک در مدل پیشنهادی بر مجموعه2)جدول 

کرنل کوادراتیک بر روی 

 هافضای ویژگی انشعاب
Accuracy Sensi t i vi t y Preci si on F-measure 

 0.82 0.84 0.82 0.84 یاهستهتک
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 0.92 0.92 0.91 0.93 یادو هسته

 0.95 0.96 0.96 0.96 یاسه هسته

 

گونه که مشخص است با افزایش تعداد ابعاد کرنل معیارهای ارزیابی نیز روند صعودی دارند. پس قدرت الگوریتم در شناسایی همان

گی و مربوط به ویژ 11ی استرالیای با دادهبه جداول فوق که مربوط به انجام آزمایش بر روی مجموعهنیز افزایش یافته است. باتوجه

ویژگی است، دریافتیم که با افزایش ابعاد کرنل از خطی به درجه سه در مدل دقت  02ی آلمانی با دادهانجام آزمایش بر روی مجموعه

ادراتیک نتایج های مسئله استفاده از کوتوجه دیگر آن است با افزایش تعداد ویژگیی قابلیابد. نکتهتشخیص الگوریتم افزایش می

 تری به همراه داشته است.وبمطل

 

 mپارامتر 

شویم که این پارامتر به معنی شود. یادآور میشناخته می mباشد، با نام تنظیم مییکی دیگر از پارامترهایی که در مدل پیشنهادی قابل

با استفاده از این های مسئله استخراج شده و ی کل ویژگیهایی است که در هر گره به طور تصادفی از مجموعهتعداد ویژگی

شود. در طول زمان ساخت مدل، این پارامتر برای تمامی انشعابات ی انتخاب شده بهترین ویژگی برای شکست انتخاب میزیرمجموعه

خواهد بود. برای  Log(nVariable)و یا  Sqrt(nVariable)گردد،شود و مقادیر معمولی که برای آن انتخاب میثابت در نظر گرفته می

 ایم:ی تأثیر این پارامتر و انتخاب بهترین مقدار ممکن برای آن، آزمایش زیر را اجرا کردهدهمشاه

 

 mپارامتر  تأثیر: 3آزمایش 

 ایم:در این آزمایش مدل پیشنهادی را با شرایط زیر اجرا کرده

  102ها = تعداد انشعاب .1

 معیار تعیین ویژگی شکست = شاخص جینی .2

. لگاریتم تعداد 0ها در هر مجموعه داده. . جذر تعداد کل ویژگی1گیرد. متغیر بوده و سه مقدار مجزا به خود می mپارامتر  .3

 ها در هر مجموعه داده.. تعداد کل ویژگی9ها در هر مجموعه داده. کل ویژگی

 ی موجود، داده نشان داده شده است.دهدانتایج ارزیابی الگوریتم در این سه حالت مختلف و بر روی دو مجموعه 1و  2در جداول 

 

 ویژگی 11ی استرالیایی با داده، مجموعهm( معیارهای ارزیابی مدل پیشنهادی بر حسب مقادیر مختلف پارامتر 2جدول )

 m Accuracy Sensitivity F-measureپارامتر 

Sqrt(nVariable) 0.93 0.93 0.93 

Log (nVariable) 0.92 0.94 0.93 

nVariable 0.93 0.93 0.93 
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 ویژگی 02ی آلمانی با داده، مجموعهm( معیارهای ارزیابی مدل پیشنهادی بر حسب مقادیر مختلف پارامتر 1جدول )

 m Accuracy Sensitivity F-measureپارامتر 

Sqrt(nVariable) 0.89 0.93 0.92 

Log (nVariable) 0.89 0.92 0.92 

nVariable 0.9 0.93 0.93 

 

ا به مقادیر ههای در دسترس کاهش تعداد ویژگیدادهی حاضر و با مجموعهتوان به این نکته پی برد که در مسئلهبه نتایج فوق میباتوجه

sqrt(nVariable)  وlog(nVariable)  ی را در پی ندارد. دبخشیامنتایج 
 

 ی شکستمعیار تعیین نقطه

د، انتخاب کننهایی که بر مبنای درخت تصمیم عمل میی روشدر الگوریتم پیشنهادی و کلیهترین پارامترهای موجود یکی از مهم

میم ی اصلی مدل پیشنهادی، درختان تصهسته کهییازآنجای شکست در زمان ساخت مدل خواهد بود. معیاری مناسب برای تعیین نقطه

شود. ب میی مهمی محسوها نکتهبندی دادههمان ویژگی برای بخشموجود در آن است، پس انتخاب بهترین معیار برای تعیین نقطه یا 

 توصیف شدند.  لیتفصبهطور که ذکر شد، معیارهای مختلفی برای این کار وجود دارد که همان

 ی شکست، آزمایش سوم به شکل زیر انجام شده است:ی تأثیر این پارامتر و انتخاب بهترین معیار انتخاب نقطهبرای مشاهده

 

 : تأثیر پارامتر تعیین ویژگی شکست1آزمایش 

 ایم:در این آزمایش مدل پیشنهادی را با شرایط زیر اجرا کرده

  = 102تعداد انشعابات 

1. m = nVariable  به معنی آن که پارامترm ی در دادهبه دو مجموعههای موجود است. باتوجهبرابر با تعداد کل ویژگی

را خواهد  02ی دوم، مقدار دادهکارگیری مجموعهو با به 11ی اول این پارامتر مقدار ادهدکارگیری مجموعهدسترس، با به

 داشت.

 اب ی اطلاعاتی، نسبت بهره و شاخص جینی انتخی شکست = متغیر بوده و هر بار یکی از معیارهای بهرهمعیار انتخاب نقطه

 شود.و آزمایش می

 ی موجود، داده نشان داده شده است.دادهدر این سه حالت مختلف و بر روی دو مجموعهنتایج ارزیابی الگوریتم  11تا  1جداول در 
 

الیایی با ی استردادهها، مجموعهبندی داده( معیارهای ارزیابی مدل پیشنهادی بر حسب معیارهای مختلف تعیین ویژگی بخش1جدول )

 ویژگی 11

 Accuracy Sensitivity F-measure 
 0.72 0.6 0.9 بهره اطلاعاتی
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 0.55 0.4 0.72 نسبت بهره

 0.93 0.95 0.93 شاخص جینی

 

 02با  ی آلمانیدادهها، مجموعهبندی داده( معیارهای ارزیابی مدل پیشنهادی بر حسب معیارهای مختلف تعیین ویژگی بخش1جدول )

 ویژگی

 Accuracy Sensitivity F-measure 
 0.85 0.86 0.75 بهره اطلاعاتی

 0.76 0.8 0.7 نسبت بهره

 0.95 0.93 0.96 شاخص جینی

  

یایی با ی استرالدادهها، مجموعهبندی داده( معیارهای ارزیابی مدل پیشنهادی برحسب معیارهای مختلف تعیین ویژگی بخش3جدول )

 ویژگی 11

 OOB Precisionخطای  

 0.93 %18.4 بهره اطلاعاتی

 0.93 %26.2 نسبت بهره

 0.95 %4.6 جینیشاخص 

 

ی با ی آلماندادهها، مجموعهبندی داده( معیارهای ارزیابی مدل پیشنهادی برحسب معیارهای مختلف تعیین ویژگی بخش12جدول )

 ویژگی 02

 OOB Precisionخطای  
 0.9 %30 بهره اطلاعاتی

 0.88 %30 نسبت بهره

 0.95 %4.2 شاخص جینی
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 هابندی دادهمعیارهای مختلف تعیین ویژگی بخشبرحسب OOB( خطای 1شکل )

 

 

فاده از شود که استهای در دسترس، مشاهده میدادهبه مجموعهی حاضر و باتوجهبه نتایج به دست آمده از این آزمایش در مسئلهباتوجه

م آورده ت به دو معیار دیگر فراهتر شده است و نتایج بهتری را در سایر معیارهای ارزیابی نسبمعیار شاخص جینی میزان دقت بیش

 کمتر شده است. OOBتر و خطای شود که با استفاده از معیار شاخص جینی میزان صحت بیشاست. همچنین مشاهده می

 

 های روش پیشنهادیمحدودیت

روز شده در هر لحظه های بانکی و مواجهه با حجم بسیار زیادی از اطلاعات بههای موجود افزایش تعداد تراکنشاز جمله محدودیت

 است. 

باشند، زمان بسیار محدودی برای بررسی تراکنش و محدودیت دیگر این است که چون عملیات بانکی نیازمند پاسخ بلادرنگ می

 باشد.آن در صورت مشکوک بودن می مسدودکردن

است. به همین دلیل روش شناسایی تقلب باید قادر باشد این  افتهیرساختاریغهای دیگر در این زمینه اطلاعات یکی از محدودیت

 دهد.  ارائهدرستی سازماندهی کند تا بتواند تحلیل و تشخیص درستی اطلاعات را به

 بحث و مقایسه 

به باتوجه نیرابناب ؛ی مختلف سعی در یافتن بهترین مقادیر برای پارامترهای مختلف این الگوریتم داشتیمهاشیآزمادر بخش قبل با انجام 

ی در دادهبندی کند، در هر دو مجموعههای تست را دستهترین تعداد انشعاب برای مدلی که دادهاین آزمایش اول دریافتیم که مناسب

 شود.ثابت می 0و  1به نتایج موجود در جداول بوده است. این ادعا باتوجه 112دسترس، 

 9به دست آمده در جداول  جینتابه در این الگوریتم داشتیم. باتوجه mمقدار برای پارامتر  با انجام آزمایش دوم، سعی در یافتن بهترین

مقداردهی کنیم، بهترین شرایط در معیارهای ارزیابی حاصل  دادهمجموعههای موجود در ، اگر این پارامتر را به تعداد ویژگی1و 
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ها، کاهش مقدار این پارامتر به جذر تعداد حدود بودن تعداد ویژگی در آنهای در دسترس و مدادهبه مجموعهشود. در واقع باتوجهمی

ضای ی آموزش داده نشده و با تمامی فخوببهها و یا لگاریتم آن، باعث کاهش کارایی الگوریتم شده و در واقع مدل حاصل کل ویژگی

 گردد.مسئله منطبق نمی

ه شده در به نتایج نشان دادها بود. باتوجهعیار انتخاب ویژگی شکست در گرهدر نهایت، هدف از انجام آزمایش سوم تعیین بهترین م

 عملکرد مناسبی دارد.  دادهمجموعهدریافتیم که استفاده از معیار شاخص جینی در هر دو  2و  1جداول 

یبان و شبکه اشین بردار پشتدر این بخش برای نمایش قدرت و کارایی مدل پیشنهادی، این الگوریتم را با الگوریتم درخت تصمیم و م

شوند و همچنین روش ارائه شده در مقاله کاوی محسوب میهای دادهترین الگوریتمعصبی و جنگل تصادفی معمولی که از معروف

باری و های اعتکنیم. روش ارائه شده در این مطالعه یک شبکه عصبی را برای شناسایی تقلب در کارتاوش و همکاران ارزیابی می

ایم، به کار گرفته است. در این تحقیق، ویژگی که ما در این پروژه از آن استفاده کرده 02ی آلمانی با دادهآزمایش آن بر روی مجموعه

یتم اوزان موجود در شبکه با این الگور که آنسازی ذوب فلزات آموزش داده شده است. به معنی ی عصبی با الگوریتم شبیهشبکه

در اکثر  قرار گرفته است و مورداستفادهی استفاده از روش آموزش گرادیان نزولی که تاکنون بسیار جابه. در واقع دانشدهآموزش داده 

عی در های محلی را دارد، بهره گرفته و سافتد، از این الگوریتم هیوریستیک که توان فرار از کمینهی  محلی گیر میمواقع در کمینه

گزارش شده  %89.6کارگیری این روش،( به دست آمده با بهAccuracyشته است. میزان دقت )افزایش دقت شبکه عصبی حاصل دا

ویژگی و  02ی آلمانی با دادهدر مجموعه %31 صیتشخ، به دقت 11است. با اجرای الگوریتم پیشنهادی با شرایط موجود در جدول 

 . میاتهافیدستویژگی،  11ی استرالیایی با دادهمجموعهدر  %95دقت تشخیص 

 

 ( پارامترهای تنظیم شده برای ساخت مدل و ارزیابی آن11جدول )

 مقدار پارامتر

 180 تعداد انشعابات

 m nVariableپارامتر 
 شاخص جینی معیار تعیین ویژگی شکست

 

برای تست آن استفاده  درصد باقیمانده 92ها برای آموزش و از درصد داده 12، از دادهمجموعههمچنین برای ساخت مدل، در هر دو 

ی شکست در انشعاب نیز شاخص جینی انتخاب شده است. چراکه مشاهده کردیم این معیار نسبت به بقیه ایم. معیار انتخاب نقطهکرده

 نتایج بهتری در پی دارد. 

ت آن استفاده کردیم. همچنین درصد دیگر برای تس 92ها برای آموزش و از درصد داده 12برای ساخت مدل ماشین بردار پشتیبان نیز از 

ایم. سپس هر دو الگوریتم را بر روی هر دو مجموعه داده اجرا کرده، در این مدل استفاده کرده kernelعنوان تابع از تابع خطی به

ه مشخص طور کبا الگوریتم پیشنهادی مقایسه شده است. همان 12تا  10معیارهای ارزیابی را برای هر دو مدل محاسبه و در جداول 

ها کاملاً بهتر عمل کرده و امید بخش بوده و استفاده از آن دقت عملکرد بهتری است مدل پیشنهادی این پژوهش در مقایسه با این روش

 را فراهم آورده است. 
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عمولی م( معیارهای ارزیابی الگوریتم پیشنهادی و درخت تصمیم، ماشین بردار پشتیبان، شبکه عصبی و جنگل تصادفی 10جدول )

 ویژگی 11مجموعه داده استرالیایی با 

 Accuracy Sensitivity F-measure الگوریتم

 0.95 0.95 0.95 مدل پیشنهادی
 0.91 0.9 0.9 درخت تصمیم

 0.81 0.84 0.75 ماشین بردار پشتیبان

 0.91 0.92 0.91 شبکه عصبی
 0.94 0.93 0.94 جنگل تصادفی معمولی

 

 

 

 

 

معیارهای ارزیابی الگوریتم پیشنهادی و درخت تصمیم، ماشین بردار پشتیبان، شبکه عصبی و جنگل تصادفی معمولی ( 19جدول )

 ویژگی 02مجموعه داده آلمانی با 

 Accuracy Sensitivity F-measure الگوریتم

 0.95 0.96 0.96 مدل پیشنهادی
 0.82 0.75 0.77 درخت تصمیم

 0.91 0.9 0.86 ماشین بردار پشتیبان

 0.89 0.9 0.87 شبکه عصبی
 0.93 0.92 0.92 جنگل تصادفی معمولی

 

( معیارهای ارزیابی الگوریتم پیشنهادی و درخت تصمیم، ماشین بردار پشتیبان، شبکه عصبی و جنگل تصادفی معمولی 11جدول )

 ویژگی 11مجموعه داده استرالیایی با 

 OOB Precisionخطای  الگوریتم

 0.96 %4.2  پیشنهادیمدل 
 0.92 - درخت تصمیم

 0.71 - ماشین بردار پشتیبان

 0.92 - شبکه عصبی

 0.94 %8.4 جنگل تصادفی معمولی
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( معیارهای ارزیابی الگوریتم پیشنهادی و درخت تصمیم، ماشین بردار پشتیبان، شبکه عصبی و جنگل تصادفی معمولی 11جدول )

 ویژگی 02مجموعه داده آلمانی با 

 OOB Precisionخطای  الگوریتم

 0.96 %2.8 مدل پیشنهادی
 0.89 - درخت تصمیم

 0.83 - ماشین بردار پشتیبان

 0.91 - شبکه عصبی

 0.92 %12.6 جنگل تصادفی معمولی

 

 

 گیرینتیجه

تحولات گامی بزرگ در جهت ای از تعاملات تجاری مطرح است. هرچند این های بانکی در سطوح گستردهامروزه استفاده از کارت

ه است؛ به همین های متقلبانپذیری نسبت به فعالیتترین آن آسیبکارایی و سهولت دسترسی است، معایبی نیز به همراه دارد که مهم

های رتای از وقوع تقلب در کریشگیپی روشی جدید و مؤثر و کارا برای شناسایی به هنگام و یا همواره دنبال ارائه پژوهشگراندلیل 

 بانکی هستند.

 ددر این مقاله برای یافتن بهترین مقادیر برای پارامترهای مورد تنظیم در این الگوریتم آزمایشاتی طراحی و اجرا کردیم. پارامترهای آزا

کند و معیار میی انتخاب ویژگی شکست را معین که دامنه mاند از تعداد انشعابات، درجه کوادراتیک، پارامتر در این الگوریتم عبارت

ریتم ها ارائه گردید. سپس الگوتعیین ویژگی شکست. با انجام چهار آزمایش مقادیر این پارامترها برآورد شده و نتایج حاصل از آن

 ریتپیشنهادی را ارزیابی کردیم. با انجام آزمایش نهایی و ارزیابی الگوریتم دریافتیم که مدل ارائه شده در این پژوهش با قدرت بیش

ای هبخش و نتایج خوبی در پی داشته است. حاصل پژوهش انجام شده مدلی برای شناسایی متقلبین در سیستمعمل کرده و کاملاً رضایت

ن مناسب به نظر ها و متقلبیبندی تراکنشهای اعتباری بوده است که عملکرد آن در دستههای کارتبانکداری آنلاین بر مبنای تراکنش

 رسد.می

 

 آینده یشنهادهایپ

های بانکداری آنلاین معطوف شده است. برای ارزیابی روش ارائه پژوهش حاضر به طور خاص بر روی تشخیص متقلبین در سیستم

سهام که  شدوفرویخرهای مشابه تحقیقاتی مثل شناسایی تقلب در بازار بورس و توان این مدل را در سایر زمینهشده در این مقاله، می

فراد ا موردتوجهتواند بسیار کند میزیادی که سالانه به خود جذب می دارانطرفشود و به دلیل تعاملات  مهمی انجام میدر آن نیز 

یابی های دیگر به کار گرفته و آن را ارزهای بعدی این مدل را در زمینهتوان در پژوهشوارد، قرار گیرد. میمتقلب برای فریب افراد تازه

 کرد.

 منابع
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